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Abstract. In previous work we constructed twisted representations of map-

ping class groups of surfaces, depending on a choice of representation V of the

Heisenberg group H. For certain V we were able to untwist these mapping
class group representations. Here, we study the restrictions of our twisted rep-

resentations to different subgroups of the mapping class group. In particular,
we prove that these representations may be untwisted on the Torelli group for

any given representation V of H. When V is the Schrödinger representation,

we also construct untwisted representations of subgroups defined as kernels of
crossed homomorphisms studied by Earle and Morita.

Introduction

In recent work [BPS21], we constructed a twisted action of the mapping class
group of any compact, connected, oriented surface Σ with one boundary component
on the homology of configuration spaces with local coefficients determined by a
representation V of the discrete Heisenberg group H = H(Σ). The details of this
construction are recalled briefly in §1. For specific representations V of H we were
able to untwist and obtain genuine, untwisted linear representations of the mapping
class group (for the linearisation H⊕Z of the affine translation action ofH on itself)
or linear representations of central extensions of the mapping class group (for the
Schrödinger representation of H).

Our goal here is to complete the study of this action on Heisenberg homology. In
§2 we identify the kernel of the action of the mapping class group on the Heisenberg
group as the Chillingworth subgroup (Proposition 2.6); hence we obtain a linear
representation of this subgroup for any representation V of H (Theorem 2.12). We
also identify the projective kernel of this action (i.e. the subgroup of elements that
act by inner automorphisms) with the Torelli group (Proposition 2.7) and use this
fact in §3 to obtain untwisted linear representations of the Torelli group for any
V (Theorem 3.3). In the special case where V is the Schrödinger representation –
where in [BPS21] we obtained an action of the stably universal central extension
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of the mapping class group – we show in §4 that, restricting to a so-called Earle-
Morita subgroup defined in Definition 2.1, we obtain linear representations without
passing to any extension (Theorem 4.14).

Using the local system given by the Schrödinger representation at an odd root
of 1, De Renzi and Martel [DM22] produced a homological model for TQFT rep-
resentations derived from quantum sl(2). Our results shed light on a few points
in their paper. First, Proposition 2.6 identifies a certain subgroup of the mapping
class group denoted by MH

g in [DM22, Proposition 2.21] with the Chillingworth
subgroup. Second, the construction of [DM22, §6.2] depends on the identification
(Proposition 2.7) of the projective kernel of the action of the mapping class group
on H with the Torelli group.

1. Twisted representations of the mapping class group

1.1. A review of Heisenberg homology. Let Σ = Σg,1, for g ≥ 1, be a
compact, connected, oriented surface of genus g with one boundary component.
For n ≥ 2, the unordered configuration space of n points in Σg,1 is

Cn(Σg,1) = {{c1, . . . , cn} ⊂ Σg,1 | ci ̸= cj for i ̸= j}.
The surface braid group is then defined as Bn(Σ) = π1(Cn(Σ), ∗). A presentation
for this group was first obtained by G. P. Scott [Sco70] and subsequently revisited
by González-Meneses [GM01] and Bellingeri [Bel04]. We fix a collection of based
loops, α1, . . . , αg, β1, . . . , βg, as depicted in Figure 1. The base point ∗1 belongs to
the base configuration ∗. We will use the same notation αr, βs for the corresponding
braids where only the first point is moving.

Figure 1. Model for Σ.

The braid group Bn(Σ) has generators α1, . . . , αg, β1, . . . , βg, together with the
classical generators σ1, . . . , σn−1, and relations:

(1.1)



(BR1) [σi, σj ] = 1 for |i− j| ≥ 2,

(BR2) σiσjσi = σjσiσj for |i− j| = 1,

(CR1) [ζ, σi] = 1 for i > 1 and all ζ among the αr, βs,

(CR2) [ζ, σ1ζσ1] = 1 for all ζ among the αr, βs,

(CR3) [ζ, σ−1
1 ησ1] = 1 for all ζ ̸= η among the αr, βs, with

{ζ, η} ≠ {αr, βr},
(SCR) σ1βrσ1αrσ1 = αrσ1βr for all r.
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Composition of loops is written from right to left.
We will use the notation x.y for the standard intersection form on H1(Σ;Z).

The Heisenberg group H(Σ) is the central extension of the homology groupH1(Σ;Z)
defined using the 2-cocycle (x, y) 7→ x.y. As a set, it is equal to Z×H1(Σ;Z), and
the operation is given by

(1.2) (k, x)(l, y) = (k + l + x.y, x+ y).

We will often denote the Heisenberg group simply by H = H(Σ) when the
surface Σ under consideration is clear. We will use the notation ar, bs, for the
homology classes of αr, βs. From the presentation (1.1) we deduced the following
in [BPS21, §1].

Proposition 1.1. For each g ≥ 1 and n ≥ 2, the quotient of the braid group
Bn(Σ) by the subgroup [σ1,Bn(Σ)]

N normally generated by the commutators [σ1, x],
x ∈ Bn(Σ), is isomorphic to the Heisenberg group H(Σ). An isomorphism

(1.3) Bn(Σ)/[σ1,Bn(Σ)]
N ∼= H(Σ)

is represented by the surjective homomorphism

ϕ : Bn(Σ) −→ H(Σ)
sending each σi to u = (1, 0), αr to ãr = (0, ar) and βs to b̃s = (0, bs).

From the homomorphism ϕ we obtain a regular covering C̃n(Σ) of the configu-
ration space Cn(Σ). The homology of this covering space is the homology of Cn(Σ)
with local coefficients defined by ϕ, which we call Heisenberg homology and denote
by H∗(Cn(Σ),Z[H]). It is equipped with a right Z[H]-module structure defined by
deck transformations.

Let us denote by S∗(C̃n(Σ)) the singular chain complex of the Heisenberg cov-

ering C̃n(Σ); this is a complex of right Z[H]-modules. Given a (left) representation
ρ : H → GL(V ), the corresponding twisted homology is that of the complex

(1.4) S∗(Cn(Σ);V ) := S∗(C̃n(Σ))⊗Z[H] V

This will be called the Heisenberg homology of surface configurations with coeffi-
cients in V .

We also consider the Borel-Moore homology

(1.5) HBM
∗ (Cn(Σ);V ) = lim←−

T

H∗(Cn(Σ), Cn(Σ) \ T ;V ),

where the inverse limit is taken over all compact subsets T ⊂ Cn(Σ). We denote by
Cn(Σ, ∂−(Σ)) the closed subspace of configurations containing at least one point in
a fixed closed interval ∂−(Σ) ⊂ ∂Σ. The relative Borel-Moore homology is defined
similarly as

(1.6)
HBM

∗ (Cn(Σ), Cn(Σ, ∂−(Σ));V )

= lim←−
T

H∗
(
Cn(Σ), Cn(Σ, ∂−(Σ)) ∪ (Cn(Σ) \ T );V

)
.

The following theorem computes the relative Borel-Moore homology as a module.

Theorem 1.2 ([BPS21, §2]). Let V be any representation of the discrete
Heisenberg group H(Σ). Then, for n ≥ 2, there is an isomorphism of modules

HBM
n (Cn(Σ), Cn(Σ, ∂−(Σ));V ) ∼=

⊕
k∈K

V.
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Furthermore, this is the only non-vanishing module in HBM
∗ (Cn(Σ), Cn(Σ, ∂−(Σ));V ).

There is also an explicit geometric description of the indexing set K of the direct
sum decomposition of Theorem 1.2, which is explained in [BPS21, §2]; however, it
will not be essential for the present paper.

1.2. An action of the mapping class group on the Heisenberg group.
The mapping class group of Σ, denoted by M(Σ), is the group of orientation-
preserving diffeomorphisms of Σ fixing the boundary pointwise, modulo isotopies
relative to the boundary. The isotopy class of a diffeomorphism f is denoted by [f ].
An orientation-preserving self-diffeomorphism f : Σ→ Σ fixing the boundary point-
wise gives a homeomorphism Cn(f) : Cn(Σ)→ Cn(Σ), defined by {x1, x2, . . . , xn} 7→
{f(x1), f(x2), . . . , f(xn)}. If we ensure that the basepoint configuration of Cn(Σ) is
contained in ∂Σ, then it is fixed by Cn(f) and this in turn induces an automorphism
fBn(Σ) = π1(Cn(f)) : Bn(Σ) → Bn(Σ), which depends only on the isotopy class [f ]
of f . In [BPS21, §3] we proved:

Proposition 1.3. There exists a unique automorphism fH : H → H such that
the following square commutes:

(1.7)

Bn(Σ) Bn(Σ)

H H

ϕ

fBn(Σ)

ϕ

fH

Thus, there is an action of M(Σ) on the Heisenberg group H given by

(1.8) Ψ: f 7→ fH : M(Σ) −→ Aut(H).

1.3. Twisted representations of the mapping class group. In [BPS21]
we explained how to use the action (1.8) to obtain twisted representations of M(Σ)
for each representation V of H over a ring R and each integer n ≥ 2. We recall this
briefly here.

For a (left) representation ρ : H → AutR(V ) and an automorphism τ ∈ Aut(H),
the τ -twisted representation ρ ◦ τ is denoted by τV . Also, for any representation V
of H, we denote the induced local system

Z[C̃n(Σ)]⊗Z[H] V

on the configuration space Cn(Σ) simply by V , by abuse of notation. We then write

(1.9) Vn(V ) = HBM
n (Cn(Σ), Cn(Σ, ∂−(Σ));V )

for the relative Borel-Moore homology with coefficients in this local system. In this
notation, [BPS21, §4.1] explains that each mapping class f ∈ M(Σ) induces an
automorphism of Cn(Σ) covered by an isomorphism

τ◦fHV −→ τV

of local systems for each τ ∈ Aut(H). Taking relative Borel-Moore homology, we
therefore obtain isomorphisms

(1.10) Vn
(
τ◦fHV

)
−→ Vn

(
τV
)

of R-modules. This may be described succinctly as a representation of the action
groupoid associated to the action (1.8) of M(Σ) on H.
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Definition 1.4. For a group G with a left action a : G→ Sym(X) on a set X,
the action groupoid Ac(G↷ X) is the groupoid whose set of objects is a(G), whose
set of morphisms σ → τ is the subset a−1(τ−1σ) ⊆ G and whose composition is
given by multiplication in G.

Theorem 1.5 ([BPS21, Theorem A(b)]). Associated to any representation V
of H over R and any integer n ≥ 2, there is a functor

(1.11) Ac(M(Σ) ↷ H) −→ ModR

sending each object τ : H → H to the R-module Vn(τV ) and sending each morphism
f : τ ◦ fH → τ to the R-linear isomorphism (1.10).

Remark 1.6. The basic strategy to upgrade this to an untwisted representation
is to try to construct coefficient isomorphisms V ∼= fHV for each f . Given this, one
may then pre-compose (1.10) with the induced isomorphism of twisted homology
groups to obtain automorphisms of Vn(V ). We explained how to do this in [BPS21,
§4.2] when V is the linearisation L = H ⊕ Z of the (affine) translation action of
H on itself. We also explained in [BPS21, §5] how to do this – after passing to a
certain central extension of M(Σ) – when V is the Schrödinger representation of H
(this is recalled briefly in §4.1). The goal of the present paper is to explain how to
untwist on the Torelli group T(Σ) ⊂M(Σ) for any representation V of H, as well
as how to untwist on Earle-Morita subgroups of M(Σ) when V is the Schrödinger
representation of H (without passing to any central extension).

2. Action on the Heisenberg group

The goal of this section is to study the action (1.8) of the mapping class group
M(Σ) on the Heisenberg group H = H(Σ), as well as the crossed homomorphism
naturally associated to this action.

2.1. Automorphisms of the Heisenberg group. As a first step, we recall
a semi-direct product decomposition of an index-2 subgroup of the automorphism
group Aut(H).

Since the element u = (1, 0) of H generates its centre, which is infinite cyclic,
any automorphism of H must send it either to itself or its inverse. We denote the
group of automorphisms of H that fix u by Aut+(H). The structure of this group
was studied in [BPS21, §3]. There is a natural homomorphism L : Aut+(H) →
Sp(H), where we write H = H1(Σ;Z), and a split short exact sequence

(2.1) 1 H1(Σ;Z) Aut+(H) Sp(H) 1
j L

where j(c) = [(k, x) 7→ (k+c(x), x)]. The splitting gives a decomposition Aut+(H) ∼=
Sp(H)⋉H1(Σ;Z), where the semi-direct product structure on the right-hand side is
induced by the natural action of Sp(H) on Hom(H,Z) ∼= H1(Σ;Z). The projection
onto the right-hand factor of this decomposition is a function (−)⋄ : Aut+(H) →
H1(Σ;Z) ∼= Hom(H,Z) (which is not a group homomorphism) given by the assign-
ment φ 7→ φ⋄ = pr1(φ(0,−)).

For a mapping class f ∈M(Σ), the map fH of (1.7) is represented as follows:

(2.2) fH : (k, x) 7→ (k + δf (x), f∗(x)),
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where δf = (fH)⋄ ∈ H1(Σ;Z) ∼= Hom(H,Z). We proved in [BPS21, §3] that the
map δ : M(Σ) → H1(Σ;Z) given by f 7→ δf is a crossed homomorphism, meaning
that

δg◦f (x) = δf (x) + f∗(δg)(x) .

We also identified this crossed homomorphism, showing that it coincides with the
combinatorially-defined crossed homomorphism d constructed by Morita [Mor89a],
who proved that it represents a generator of H1(M(Σ);H1(Σ;Z)), which is infinite
cyclic. In fact, a different crossed homomorphism ψ had been constructed somewhat
earlier by Earle [Ear78], and turned out, in light of [Mor89a], also to represent
a generator of H1(M(Σ);H1(Σ;Z)). The precise relationship between the crossed
homomorphisms d and ψ was elucidated in [Kun09]. In §2.3 below, we discuss the
relationship of d = δ to the Trapp representation [Tra92] (see Proposition 2.10).

Definition 2.1. The Earle-Morita subgroup Mor(Σ) ⊆M(Σ) is defined to be
the kernel of d.

Remark 2.2. The Earle-Morita subgroup is not a normal subgroup of M(Σ),
despite being a kernel; this is because it is a kernel of a crossed homomorphism.
We remark also that there are many Earle-Morita subgroups, since the definition
of d (or, equivalently, the definition of δ) depends on a choice. The definition of δ
above uses the splitting of the short exact sequence (2.1). Note that it depends on
the choice of isomorphism (1.3) in Proposition 1.1, identifying the relevant quotient
of the surface braid group with (an explicit model for) the Heisenberg group.

2.2. The Chillingworth subgroup. Recall that the Torelli subgroup T(Σ) ⊆
M(Σ) consists of those elements of the mapping class group whose natural action
on H1(Σ;Z) is trivial. The restriction of the crossed homomorphism δ : f 7→ δf to
the Torelli group is a homomorphism. We will first describe this homomorphism in
relation with the action of the Torelli group on homotopy classes of vector fields.
Recall that the set Ξ(Σ) of homotopy classes of non-vanishing vector fields on Σ
supports a natural simply transitive action of H1(Σ;Z) (in other words, an affine
structure over Z with associated Z-module H1(Σ;Z)), and the action of M(Σ) is
compatible with this action. It follows that the Torelli group acts by translation on
Ξ(Σ), which defines a homomorphism e : T(Σ)→ H1(Σ;Z). A formula for e(f)([γ]),
where γ is a regular curve, is given by the variation of the winding number. For
convenience we recall some details about the winding number below.

Fix a Riemannian metric on Σ. A non-vanishing vector field X gives a triviali-
sation of the unit tangent bundle T1(Σ) ∼= Σ×S1. The winding number ωX(γ) of a
regular oriented curve γ is the degree of the second component of the unit tangent
vector. It can be computed as follows. Assuming that γ is transverse to X except
at a finite set γ ⋔ X of points, where it looks locally as in Figure 2, then

ωX(γ) =
∑

p∈γ⋔X

sgn(p),

where sgn(p) is defined in Figure 2. Notice that only the points p where the tangent
vector of γ is parallel to X count towards this sum; those that point in the opposite
direction to X do not.

Definition 2.3. The Chillingworth homomorphism e : T(Σ)→ H1(Σ;Z), stud-
ied in [Chi72, Joh80], is defined by

(2.3) e(f)([γ]) = ωX(f ◦ γ)− ωX(γ) .
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Figure 2. The sign of a point on γ that is tangent to X.

Its kernel is the Chillingworth subgroup Chill(Σ). We note that e does not depend on
the choice of non-vanishing vector field X, but extends to a crossed homomorphism
eX : M(Σ)→ H1(Σ;Z) that does, as we shall discuss in §2.3 (see Definition 2.9).

Remark 2.4. Since we have δ = d (as recalled in §2.1 above) and e = δ on the
Torelli group (Lemma 2.5 below), we have:

Chill(Σ) = ker(e) = T(Σ) ∩ ker(d) = T(Σ) ∩Mor(Σ).

Equivalently, we may say that Chill(Σ) is the intersection of the kernels of s and d, in
other words it is the kernel of (s, d) : M(Σ)→ Sp(H)⋉H. Notice in particular that,
although the Earle-Morita subgroup Mor(Σ) depends on a non-canonical choice (see
Remark 2.2), its intersection with the Torelli group does not.

The following lemma is Proposition 3.7 of [Bre02]. The proof there uses a
result of [Mor93]. We give an independent proof below.

Lemma 2.5. The homomorphisms δ and e coincide on the Torelli group and
have image δ(T(Σ)) = 2.H1(Σ;Z).

From formula (2.2) it follows that the kernel of the action Ψ: M(Σ)→ Aut+(H)
is contained in the Torelli group; we may therefore identify this kernel as a corollary
of Lemma 2.5.

Proposition 2.6. For any genus g ≥ 1, we have ker(Ψ) = Chill(Σ).

Proof. From formula (2.2) we see that ker(Ψ) = T(Σ)∩ker(δ); by Lemma 2.5
this is equal to ker(e) = Chill(Σ). □

Denote by Inn(H) the group of inner automorphisms of the Heisenberg group
H. From Lemma 2.5, we may also identify the projective kernel of the action Ψ,
namely the subgroup Ψ−1(Inn(H)) that acts by inner automorphisms.

Proposition 2.7. For any genus g ≥ 1, we have Ψ−1(Inn(H)) = T(Σ).

Proof. Conjugation in the Heisenberg group H is given by the formula

(2.4) (l, x)(k, y)(−l,−x) = (l, y)(k, x)(−l,−x) = (k + 2x.y, y)
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First, if Ψ(f) = fH is an inner automorphism, then its induced action on H
must be trivial. This means that f lies in the Torelli group. Conversely, if f ∈ T(Σ),
we have from Lemma 2.5 that δf is in 2.H1(Σ;Z). Using Poincaré duality, we obtain
x ∈ H such that δf (y) = 2x.y for every y ∈ H. Comparing formulas (2.2) and (2.4),
we deduce that fH is inner. □

We will use the following basic lemma about crossed homomorphisms in the
proof of Lemma 2.5.

Lemma 2.8. Let G be a group acting on an abelian group K and denote by
N ⊆ G the kernel of this action. Suppose that S ⊆ N normally generates N in G.
If two crossed homomorphisms θ1, θ2 : G→ K agree on S, then they agree on N .

Proof. The assumption that S normally generates N in G means that

T = {gsg−1 | s ∈ S, g ∈ G} ⊆ N
generates N . It will therefore suffice to show that θ1 and θ2 agree on T . Let s ∈ S
and g ∈ G. We know by hypothesis that θ1(s) = θ2(s), and we need to show that
θ1(g

−1sg) = θ2(g
−1sg). First, observe that, for i = 1, 2, we have

θi(g) + g.θi(g
−1) = θi(g

−1g) = θi(1) = 0.

Using this, and the fact that s ∈ N , so it acts trivially on K, we deduce that

θi(g
−1sg) = θi(g) + g.θi(s) + gs.θi(g

−1)

= θi(g) + g.θi(s) + g.θi(g
−1)

= g.θi(s).

Thus θ1(g
−1sg) = g.θ1(s) = g.θ2(s) = θ2(g

−1sg), as required. □

Proof of Lemma 2.5. The Torelli group is generated by genus-one bound-
ing pair diffeomorphisms [Joh79, Theorem 2], and this generating set is a single
conjugacy class in the full mapping class group. It follows that the Torelli group is
normally generated by a(ny) single genus-one bounding pair diffeomorphism f . We
may therefore apply Lemma 2.8 to the setting where G = M(Σ), K = H1(Σ;Z),
N = T(Σ) and S = {f}. Both δ and e extend to crossed homomorphisms defined
on the full mapping class group (for e such an extension is given by the Trapp rep-
resentation, as recalled in §2.3 below). To prove that δ and e coincide on T(Σ), it is
therefore sufficient to show that δ and e agree on the single element f . Moreover,
to show that δ(T(Σ)) ⊆ 2.H1(Σ;Z) it is enough to show that this common value
δf = e(f) lies in 2.H1(Σ;Z). Specifically, we will take this element to be

f = BP (γ, δ) = Tγ .T
−1
δ ,

the genus one bounding pair diffeomorphism depicted in Figure 3, and we will show
that the elements e(f) and δf of H1(Σ;Z) ∼= Hom(H,Z) are both equal to the
homomorphism H = H1(Σ;Z)→ Z given by

(2.5) a1 7→ 2 , ai 7→ 0 for i ≥ 2 and bi 7→ 0 for i ≥ 1.

As explained just above, this calculation will show that δ = e on T(Σ) and that
δ(T(Σ)) ⊆ 2.H1(Σ;Z). The opposite inclusion will also follow, since δf = (2.5) is
a free generator of 2.H1(Σ;Z) and the other 2g − 1 elements of the evident free
generating set may be realised similarly as δf ′ for analogous elements f ′.

It therefore remains to calculate that δf = e(f) = (2.5).
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...

Figure 3. The surface Σ is obtained by identifying the 2g interior
boundary components (four of which are depicted above) in g pairs
by reflections. The bounding pair map from the proof of Lemma
2.5 is BP (γ, δ) = Tγ .T

−1
δ , for the blue curves γ and δ. The red

and green arcs form a symplectic basis for the first homology of Σ
relative to the bottom edge ∂−(Σ).

We first calculate δf from the automorphism fH. We may directly read off from

Figure 3 the effect of fH on the elements ãi and b̃i of H. It clearly acts trivially
except possibly on the three elements ã2 = (0, a2), b̃2 = (0, b2) and ã1 = (0, a1),
since the others may be realised disjointly from γ ∪ δ, and:

ã1 7→ [ã2, b̃2].ã1 = u2ã1 = (2, a1)

ã2 7→ [ã2, b̃2].ã1b̃1ã
−1
1 .ã2.ã1b̃

−1
1 ã−1

1 .[ã2, b̃2]
−1 = ã2

b̃2 7→ [ã2, b̃2].ã1b̃1ã
−1
1 .b̃2.ã1b̃

−1
1 ã−1

1 .[ã2, b̃2]
−1 = b̃2.

This gives the calculation δf = (2.5).

...

Figure 4. An alternative model for the surface Σ, the bounding
pair (γ, δ) and the symplectic basis for the first homology of Σ
relative to the bottom edge ∂−(Σ).

To calculate e(f), we use the alternative model for the surface Σ, the bounding
pair (γ, δ) and the symplectic basis ai, bi for H depicted in Figure 4. This model
for Σ has the advantage of having an obvious non-vanishing vector field X, which
simply points upwards according to the standard framing of the page.

Using this vector field X and comparing to Figure 2, we observe that the wind-
ing numbers of the symplectic generators ai and bi (more precisely, their smooth,
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closed representatives pictured in Figure 4) are given by

ωX(ai) = −1 and ωX(bi) = +1.

We recall that, by definition, e(f)(c) = ωX(f ◦ c̄)− ωX(c̄) ∈ Z for any c = [c̄] ∈ H.
We clearly have f ◦ c̄ = c̄ for c̄ = ai or bi with i ≥ 3 or for c̄ = b1, since these curves
may be represented disjointly from γ ∪ δ. Hence e(f)([c̄]) = 0 for these c̄.

The curve f ◦ a1 is depicted in Figure 5.

...

Figure 5. The curve f ◦ a1 for f = Tγ .T
−1
δ . The three points

where its tangent vector points vertically upwards are marked with
dark red points: the left-most one is negative according to Figure
2, and the other two are positive. [At first sight it may look like there

are two more, but these are not allowed since they do not fit either of

the local models of Figure 2. We therefore perturb the curve slightly to

get rid of these two tangencies with the vector field X. Alternatively, we

may perturb it differently, to turn each of these disallowed tangencies

into a pair of two allowed tangencies with opposite signs, which will

therefore cancel in the expression for ωX(f ◦ a1).]

There are precisely three points on this curve where its tangent vector is equal
to the vector field X, i.e., where its tangent vector is pointing vertically upwards:
two are positive and one is negative (compare the local models in Figure 2), hence

e(f)(a1) = ωX(f ◦ a1)− ωX(a1)

= (2− 1)− (−1)
= 2.

Now let c̄ be either a2 or b2. In this case the effect of f is simply to conjugate c̄ by
γ, so we have that

ωX(f ◦ c̄) = ωX(γ) + ωX(c̄)− ωX(γ)

= ωX(c̄),

since positive/negative tangencies with X for γ are negative/positive tangencies
with X for γ−1 respectively, and so e(f)([c̄]) = ωX(f ◦ c̄) − ωX(c̄) = 0. Thus we
have shown that e(f) : H → Z is also given by (2.5). □
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2.3. The Trapp representation. We next recall the Trapp representation
[Tra92], and show that our representation (1.8) of M(Σ) on H may be identified
with it, up to “coboundaries”, when the genus g of Σ is at least 2. This provides
an alternative proof of Proposition 2.6 (except when g = 1), since the kernel of
the Trapp representation is equal to the Chillingworth subgroup Chill(Σ) when
g ≥ 2 [Tra92, Corollary 2.7].

Definition 2.9. Write H = H1(Σ;Z) and H∗ = Hom(H,Z) ∼= H1(Σ;Z). The
representation of Trapp [Tra92] is defined as a homomorphism

(2.6) ΦX : M(Σ) −→ Sp(H)⋉H∗ ⊂ GL2g+1(Z)

lifting the standard symplectic action s : M(Σ)→ Sp(H). Having fixed this choice
of symplectic action, the homomorphism (2.6) corresponds to a choice of crossed
homomorphism

(2.7) eX : M(Σ) −→ H∗.

This crossed homomorphism is given by the variation of the winding number with
respect to a fixed non-vanishing vector field X on Σ, as already discussed in §2.2;
see the formula (2.3).

We therefore have two homomorphisms

Ψ = (1.8) and ΦX = (2.6) : M(Σ) −→ Sp(H)⋉H∗

corresponding to crossed homomorphisms δ and eX : M(Σ)→ H∗. We have proven
above (Lemma 2.5) that these crossed homomorphisms are equal when restricted
to the Torelli group. We now strengthen this to show that δ and eX agree, modulo
coboundaries, on the whole mapping class group.

Proposition 2.10. For g ≥ 2, the crossed homomorphisms δ and eX represent
the same cohomology class in H1(M(Σ);H∗) ∼= Z. In other words, they are equal
modulo principal crossed homomorphisms, i.e. coboundaries.

Proof. We will use the homomorphism

(2.8) H1(M(Σ);H∗) −→ Hom(T(Σ), H∗)

given by restricting a crossed homomorphism M(Σ) → H∗ to the Torelli group.
This is well-defined since principal crossed homomorphisms (coboundaries) are triv-
ial on the Torelli group. The right-hand side of (2.8) is rather large: by a theorem
of Johnson [Joh85], the abelianisation of T(Σ) is isomorphic to ∧3H⊕ (torsion), so
Hom(T(Σ), H∗) ∼= Hom(∧3H,H∗), which is free abelian of rank 2g

(
2g
3

)
. However,

it has the advantage that it is easy to detect when its elements are equal, since it
is just a group of homomorphisms (rather than crossed homomorphisms modulo
principal ones). On the other hand, the left-hand side of (2.8) is much smaller.
Indeed, Morita proved in [Mor89a, Proposition 6.4] that the group H1(M(Σ);H∗)
is infinite cyclic. (In fact, it is generated by [d], which we showed in [BPS21] is
equal to [δ], but we will not need this.) In Lemma 2.5 we have proven that δ and
eX coincide, and are non-trivial, on the Torelli subgroup. Since Hom(T(Σ), H∗) is
torsion-free, the homomorphism (2.8) is injective and the result follows. □

Remark 2.11. In summary, we have considered three crossed homomorphisms

δ, d, eX : M(Σ) −→ H∗ ∼= H1(Σ;Z),
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where δ is the crossed homomorphism corresponding to the action (1.8) of the
mapping class group on the Heisenberg group, d is Morita’s crossed homomorphism
(whose precise relationship to Earle’s crossed homomorphism ψ is described in
[Kun09]) and eX is Chillingworth’s crossed homomorphism, depending on a choice
of non-vanishing vector field X on Σ. We showed in [BPS21] that δ = d on M(Σ).
In this section, we have shown (Lemma 2.5) that δ = eX when restricted to T(Σ)
and, moreover, that δ = eX on M(Σ) modulo coboundaries (Proposition 2.10). We
note, however, that only the weaker statement of Lemma 2.5 was needed to deduce
(Propositions 2.6 and 2.7) that the kernel of Ψ is Chill(Σ) and the projective kernel
of Ψ is T(Σ).

2.4. Restricting to the Chillingworth subgroup. Using Proposition 2.6,
we deduce that the twisted representations of M(Σ) constructed in Theorem 1.5
are in fact untwisted when restricted to Chill(Σ) ⊂M(Σ).

Theorem 2.12. Associated to any representation V of H over R and any
integer n ≥ 2, there is a representation

(2.9) Chill(Σ) −→ AutR
(
HBM

n

(
Cn(Σ), Cn(Σ, ∂−(Σ));V

))
,

which is a restriction of (1.11) to a single object of the action groupoid.

Proof. This follows from the construction described in §1.3, with each element
f ∈ Chill(Σ) acting by the automorphism (1.10) (setting τ = id), since we know
from Proposition 2.6 that fH = Ψ(f) = id for each f ∈ Chill(Σ). □

3. Representations of the Torelli group

We now restrict to the Torelli group T(Σ) ⊆ M(Σ). By Proposition 2.7, the
Torelli group acts by inner automorphisms under Ψ, so we have a homomorphism

(3.1) Ψ: T(Σ) −→ Inn(H) ⊂ Aut(H).

We may therefore pull back the Z-central extension

(3.2) 1→ Z ∼= Z(H) −→ H −→ Inn(H)→ 1

along (3.1) to obtain a Z-central extension

(3.3) 1→ Z −→ T̃(Σ) −→ T(Σ)→ 1

and a homomorphism

(3.4) Ψ̃ : T̃(Σ) −→ H

lifting (3.1).

Remark 3.1. The inner automorphism group Inn(H) naturally identifies with
the first homology group H = H1(Σ;Z). Under this identification, (3.1) becomes
the crossed homomorphism δ : T(Σ)→ H∗ (which is a homomorphism on the Torelli
group) composed with the Poincaré duality isomorphism H∗ ∼= H. A 2-cocycle rep-
resenting the extension (3.2) is the intersection form . on H. A 2-cocycle represent-
ing (3.3) is therefore given by (f, f ′) 7→ δ(f)♯.δ(f ′)♯, where ( )♯ denotes Poincaré
duality. As mentioned above, we showed in [BPS21] that δ = d, so this 2-cocycle
may also be written as (f, f ′) 7→ d(f)♯.d(f ′)♯.
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Recall from §1.1 that, for any representation V of H, the Heisenberg homology
module HBM

n

(
Cn(Σ), Cn(Σ, ∂−(Σ));V

)
is obtained from the singular chain complex

S∗(C̃n(Σ)) of the Heisenberg covering C̃n(Σ) by:
• tensoring over Z[H] with V (1.4);
• taking the quotient of this complex by the subcomplex corresponding to
the subspace Cn(Σ, ∂−(Σ)) ∪ (Cn(Σ) \ T ), for each compact T ⊂ Cn(Σ);

• passing to homology and then taking the inverse limit over T (1.6).

The isomorphism (1.10) (for τ = (fH)−1) is induced by the natural twisted action

of f ∈M(Σ) on S∗(C̃n(Σ)), which is of the form

(3.5) S∗(C̃n(Σ)) −→ S∗(C̃n(Σ))fH .

Now, for an element h ∈ H, let us denote by ch = h−h−1 the corresponding
inner automorphism ch ∈ Inn(H). One may verify that the isomorphism

(3.6) − · h : S∗(C̃n(Σ))ch −→ S∗(C̃n(Σ))

of singular chain complexes given by the right-action of h is Z[H]-linear. For each

f̃ ∈ T̃(Σ), we may then take the composition

(3.7) S∗(C̃n(Σ)) S∗(C̃n(Σ))fH S∗(C̃n(Σ)) ,
(3.5) (3.6)

where f denotes the projection of f̃ to T(Σ) and we set h = Ψ̃(f̃) ∈ H. The fact
that fH = ch follows from the fact that (3.4) is a lift of (3.1). This defines an

untwisted, Z[H]-linear action of T̃(Σ) on the singular chain complex S∗(C̃n(Σ)). By
the construction recalled above, this in turn induces an untwisted, R-linear action

of T̃(Σ) on Heisenberg homology:

(3.8) T̃(Σ) −→ AutR
(
HBM

n

(
Cn(Σ), Cn(Σ, ∂−(Σ));V

))
.

To complete the construction, we show that:

Lemma 3.2. The central extension T̃(Σ) of T(Σ) is trivial, i.e. it is isomorphic
to the product T(Σ)× Z.

Theorem 3.3. Associated to any representation V of H over R and any integer
n ≥ 2, there is a well-defined representation of the Torelli group

(3.9) T(Σ) −→ AutR
(
HBM

n

(
Cn(Σ), Cn(Σ, ∂−(Σ));V

))
that lifts a projective action of T(Σ) on this homology module.

Proof. Let us abbreviate Vn(V ) = HBM
n (Cn(Σ), Cn(Σ, ∂−(Σ));V ). The group

homomorphism (3.8) must send the subgroup Z ⊂ T̃(Σ) (the kernel of the central
extension of T(Σ)) to the centre of AutR(Vn(V )), so it descends to

(3.10) T(Σ) −→ PAutR(Vn(V )),

where the projective automorphism group PAutR(A) of an R-module A is the
quotient of AutR(A) by its centre. Note that the centre of AutR(A) is equal to
{− · λ | λ ∈ Z(R×)} when A is a free R-module, but may be larger when A is not
free. This is a projective action of the Torelli group. To lift it to a linear action, we

compose (3.8) with any section of the central extension T̃(Σ)→ T(Σ), which exists
by Lemma 3.2. □
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To prove Lemma 3.2, we will need a lemma describing the behaviour of the
crossed homomorphism d with respect to increasing genus. Consider the inclusion
of surfaces Σg,1 ⊆ Σh,1 given by boundary connected sum with Σh−g,1. This induces
an inclusion of mapping class groups

(3.11) M(Σg,1) ↪−→M(Σh,1)

by extending diffeomorphisms by the identity on Σh−g,1.

Lemma 3.4 ([BPS21, §5.2]). The diagram

(3.12)

M(Σg,1) M(Σh,1)

H1(Σg,1;Z) H1(Σh,1;Z)

(3.11)

d d

commutes, where the bottom arrow is the map induced by the inclusion Σg,1 ↪→ Σh,1

on H1(−;Z), conjugated by Poincaré duality.

Proof of Lemma 3.2. We begin by showing that it suffices to prove the state-
ment for all sufficiently large g; we will then be able to assume g ≥ 3 in the rest of
the proof. For g < h, consider the inclusion of Torelli groups

(3.13) ι : T(Σg,1) ↪−→ T(Σh,1).

We claim that the pullback of the central extension T̃(Σh,1) along (3.13) is T̃(Σg,1).

To see this, recall from Remark 3.1 that the central extension T̃(Σg,1) of T(Σg,1) is
represented by the 2-cocycle (f, f ′) 7→ d(f)♯.d(f ′)♯. Similarly, the pullback of the

central extension T̃(Σh,1) of T(Σh,1) along the inclusion (3.13) is represented by the
2-cocycle (f, f ′) 7→ d(ι(f))♯.d(ι(f ′))♯. Lemma 3.4, together with the fact that the
map H1(Σg,1;Z)→ H1(Σh,1;Z) preserves the intersection form, implies that these

2-cocycles are equal. Thus triviality of T̃(Σh,1) will imply triviality of T̃(Σg,1) for
any g < h. For the remainder of this proof, we assume that g ≥ 3 and abbreviate
Σg,1 to Σ, as usual.

By [BCRR20, Lemma A.1(xiii)] and homological stability [Wah13, Theorem
1.2], the canonical surjection M(Σ) ↠ Sp(H) induces an isomorphism on H2(−;Z)
when g ≥ 3. It follows that the inclusion T(Σ) ↪→ M(Σ) induces the trivial map
on H2(−;Z). This means that every Z-central extension of M(Σ) becomes trivial
when restricted to T(Σ). To prove the lemma, it will therefore suffice to show that

T̃(Σ) is the restriction of a Z-central extension defined on the whole mapping class

group M(Σ). Recall from Remark 3.1 that the central extension T̃(Σ) of T(Σ) is
represented by the 2-cocycle c′ given by c′(f, f ′) = d(f)♯.d(f ′)♯. We therefore just
have to show that the 2-cocycle c′ extends to M(Σ).

Now, there is a 2-cocycle c on M(Σ), defined by Morita [Mor89b], given by the
formula c(f, f ′) = d(f−1)♯.d(f ′)♯. By general properties of crossed homomorphisms,
we have d(f−1)♯ = −f−1

∗ (d(f)♯), and so we may rewrite this as

(3.14) c(f, f ′) = −f−1
∗ (d(f)♯).d(f ′)♯ = −d(f)♯.f∗(d(f ′)♯),

where for the second equality we have used the fact that the automorphism f∗ of
H preserves the intersection form. Restricted to the Torelli group, we have f∗ = id,
so c(f, f ′) = −d(f)♯.d(f ′)♯ = −c′(f, f ′) for f, f ′ ∈ T(Σ). Thus the 2-cocycle c′

extends to the 2-cocycle −c on M(Σ). □
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4. Representations of Earle-Morita subgroups

We now identify another large subgroup of the mapping class group M(Σ) on
which we may construct linear representations without passing to a central exten-
sion. We will do this in the setting where we take coefficients in the Schrödinger
representation of H and the subgroup under consideration is the Earle-Morita sub-
group of M(Σ).

Recall from §2.1 that the Earle-Morita subgroup Mor(Σ) ⊆M(Σ) is the kernel
of the crossed homomorphism d : M(Σ) → H1(Σ;Z) defined by Morita [Mor89a],
and that this crossed homomorphism coincides with the one associated to the action
M(Σ)→ Aut+(H) ∼= Sp(H)⋉H1(Σ;Z) from Proposition 1.3. We also recall, from
Remark 2.2, that this crossed homomorphism, and its kernel Mor(Σ), depend on
the parametrisation of the surface Σ.

An important representation of the Heisenberg group is the Schrödinger rep-
resentation, which is parametrised by a non-zero real number ℏ (called the Planck
constant). It is given by the right action Πℏ of H on the Hilbert spaceW := L2(Rg)
determined by the following formula:

(4.1)

[
Πℏ

(
k, x =

g∑
i=1

piai + qibi

)
ψ

]
(s) = eiℏ

k−p·q
2 eiℏp·sψ(s− q).

In fact, this is an action of the continuous Heisenberg group HR, which is the
central extension of HR := H1(Σ;R) by R corresponding to the intersection form.
There is a natural inclusion H ⊂ HR. The Schrödinger representation is a unitary
action on W = L2(Rg), so it may be written as

(4.2) Πℏ : HR −→ U(W ).

We recall also that the group Aut+(HR) of automorphisms acting trivially on
the centre of HR decomposes as Aut+(HR) ∼= Sp(HR)⋉H1(Σ;R), similarly to the
decomposition of Aut+(H) described in §2.1. From these decompositions we see
that there is a natural inclusion Aut+(H) ⊂ Aut+(HR).

4.1. Untwisting on a central extension of the mapping class group.
We first recall from [BPS21, §5] how to untwist the twisted representation (1.11)
on the stably universal central extension of M(Σ) when the H-representation V is
the Schrödinger representation. In §4.2–§4.4 we then explain how to untwist on the
Earle-Morita subgroup without passing to a central extension.

As recalled in [BPS21, §5.1], an immediate corollary of the Stone-von Neumann
theorem (see for example [LV80, p. 19]) is the following.

Corollary 4.1 (of the Stone-von Neumann theorem). Fix a positive real num-
ber ℏ and let ρ : HR → U(W ) be an irreducible unitary representation whose restric-
tion to the centre R ⊂ HR is given by ρ(t, 0) = eℏit/2.idW . Then there is an element
u ∈ U(W ), unique up to rescaling by an element of S1, such that ρ = u.Πℏ.u

−1.

In particular, we may apply this result to the representation ρ := Πℏ ◦ φ, for
any φ ∈ Aut(HR). Sending φ to the element u ∈ U(W )/S1 = PU(W ) provided by
Corollary 4.1 defines a homomorphism

(4.3) T : Aut(HR) −→ PU(W ),
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which is the Segal-Shale-Weil projective representation. Restricting to Aut+(H) ⊂
Aut+(HR) ⊂ Aut(HR), we may compose it with the action Ψ: M(Σ) → Aut+(H)
from Proposition 1.3 to obtain a projective representation

(4.4) M(Σ) −→ PU(W )

of the mapping class group. This is the key ingredient for untwisting the twisted
representations of the mapping class group constructed in §1.3.

Definition 4.2. Let M(Σ) denote the central extension of M(Σ) by S1 pulled
back from the central extension U(W ) of PU(W ) along (4.4). By construction, the
projective representation (4.4) lifts to a linear representation

(4.5) M(Σ) −→ U(W )

on this central extension.

Definition 4.3. For g ≥ 4, the mapping class group M(Σ) is perfect and we
have H2(M(Σ);Z) ∼= Z, so it has a universal central extension with kernel Z. Let

us denote this extension by M̃(Σ). For h ≥ g ≥ 4, the pullback of M̃(Σh,1) along

the inclusion (3.11) is M̃(Σg,1). Thus we may define, for g ≥ 1, the stably universal

central extension M̃(Σg,1) of M(Σg,1) to be the pullback of the universal central

extension M̃(Σh,1) of M(Σh,1) along the inclusion (3.11), for any h ≥ 4.

We note that there is a canonical morphism of central extensions

(4.6) M̃(Σ) −→M(Σ).

When g ≥ 4 this morphism exists and is unique by universality of M̃(Σ). For g ≤ 3
it may be pulled back from the g ≥ 4 case via the inclusion (3.11), as explained in
[BPS21, §5.3].

Using these ingredients, we showed in [BPS21, §5.3] how to untwist the twisted
representation (1.11) of M(Σ) when taking coefficients in the Schrödinger represen-

tation W of H, after passing to the stably universal central extension M̃(Σ). Let
us recall briefly how this works, following the philosophy of Remark 1.6. In the
notation of §1.3, the construction of the twisted representation (1.11) provides iso-
morphisms

(4.7) Vn
(
fHV

)
−→ Vn(V )

for each f ∈M(Σ). (This is simply (1.10) with τ = idH.) For each f̄ ∈M(Σ) lifting
f ∈M(Σ), its image under (4.5) is a unitary automorphism of W that intertwines
the left Schrödinger action of H, as long as we twist the action on the codomain
by fH. In other words, it is a (unitary) isomorphism of left H-representations of
the form W ∼= fHW . This is a direct consequence of the defining property of the
Segal-Shale-Weil projective representation from Corollary 4.1. This isomorphism
of coefficients induces an isomorphism Vn(W ) ∼= Vn(fHW ), which we may compose
with (4.7) (for V =W ) to obtain:

Theorem 4.4 ([BPS21, §5]). For any n ≥ 2, there is a unitary representation

(4.8) M(Σ) −→ U(Vn(W ))

induced by the natural action of the mapping class group on (1.9) with coefficients
in the Schrödinger representation V = W . Via the morphism (4.6), we may view
this as a representation of the stably universal central extension of M(Σ).
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The purpose of this section is to show that, when we restrict to the Earle-Morita
subgroup Mor(Σ) ⊆ M(Σ) and take coefficients in the Schrödinger representation
V = W , we may obtain a unitary representation of Mor(Σ) itself, without passing
to any central extension.

We shall do this as follows. We first recall the metaplectic extension M̂(Σ) of

the mapping class group, which is an extension by Z/2. Denoting by M̂or(Σ) and

Mor(Σ) the restrictions of M̂(Σ) and M(Σ) to the Earle-Morita subgroup, we show

that Mor(Σ) contains M̂or(Σ) and that M̂or(Σ) is a trivial extension. It will then

follow that we may restrict (4.8) to M̂or(Σ) ⊂ Mor(Σ) ⊂ M(Σ) and pre-compose

with a section of the trivial extension M̂or(Σ) to obtain a unitary representation of
the Earle-Morita subgroup Mor(Σ).

4.2. Metaplectic extensions. We first consider two extensions of the sym-
plectic group Sp(HR).

Definition 4.5. Recall that the fundamental group of Sp(HR) ∼= Sp2g(R) is
infinite cyclic. It therefore has a unique connected double covering group, which is
called the metaplectic group, denoted by Mp(HR).

Definition 4.6. Consider the restriction of the projective representation (4.3)
to the subgroup Sp(HR) ⊂ Sp(HR) ⋉H1(Σ;Z) ∼= Aut+(HR) ⊂ Aut(HR), which is
a projective representation

(4.9) Sp(HR) −→ PU(W )

of the symplectic group. It is in fact this restriction that is more usually referred
to by the name Segal-Shale-Weil projective representation. Denote by Sp(HR) the
pullback of the central extension U(W ) of PU(W ). This is a central extension of
Sp(HR) by S

1.

The main technical result of this subsection is the following:

Proposition 4.7. There is an inclusion Mp(HR) ⊂ Sp(HR) of central exten-
sions, restricting to the inclusion Z/2 ∼= {±1} ⊂ S1 on fibres.

Before proving this, we record its implications under pulling back to the map-
ping class group. We first define the relevant extensions of the mapping class group
and its subgroups.

Definition 4.8. Denote by s : M(Σ)→ Sp(H) the standard symplectic action

of the mapping class group on H = H1(Σ;Z). The metaplectic extension M̂(Σ) of
M(Σ) is defined to be its central extension by Z/2 given by pulling back the Z/2-
central extension Mp(HR)→ Sp(HR) along s and the inclusion Sp(H) ⊂ Sp(HR).

Definition 4.9. For a subgroup G ⊆M(Σ), we denote the restrictions of the

central extensions M(Σ) and M̂(Σ) to G by G and Ĝ respectively.

Corollary 4.10. There is an inclusion M̂or(Σ) ⊂ Mor(Σ) of central exten-
sions, restricting to the inclusion Z/2 ∼= {±1} ⊂ S1 on fibres.
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Proof. By definition, the central extension M(Σ) of M(Σ) is pulled back from
the central extension U(W ) of PU(W ) along the top row of the following diagram.

Aut+(H) Aut+(HR) PU(W )

M(Σ) Sp(H)⋉H1(Σ;Z) Sp(HR)⋉H1(Σ;R)

Mor(Σ) Sp(H) Sp(HR)

Ψ

T

(s, d)

s

∼ = ∼ =

Since this diagram commutes (for the bottom-left square this is because d ≡ 0 on
Mor(Σ)), it follows that its restriction Mor(Σ) to the Earle-Morita subgroup is the
pullback of the central extension Sp(HR) of Sp(HR) along the bottom row of the

diagram. On the other hand, the metaplectic extension M̂or(Σ) is by definition the
pullback of Mp(HR) along the bottom row of the diagram. Thus the inclusion of
central extensions Mp(HR) ⊂ Sp(HR) of Sp(HR) from Proposition 4.7 pulls back

to the desired inclusion M̂or(Σ) ⊂ Mor(Σ) of central extensions of Mor(Σ). □

Remark 4.11. The argument above does not show that the metaplectic ex-
tension includes into the S1-extension pulled back via the Segal-Shale-Weil repre-
sentation on the full mapping class group. This is because the inclusion of central
extensions essentially arises at the level of the symplectic group (Proposition 4.7),
so we have to restrict to the kernel of d to ensure that the S1-extension pulls back
via the symplectic group.

Proof of Proposition 4.7. Let us first slightly rewrite the statement in no-
tation that makes the dependence on g explicit: our goal is to prove that, over the
group Sp2g(R), there is an embedding of central extensions Mp2g(R) ↪→ Sp2g(R)
(which must necessarily restrict to the inclusion Z/2 ∼= {±1} ⊂ S1 on fibres).

We first show that it suffices to prove this statement for all g sufficiently large;
we will then be able to assume for the rest of the proof that g ≥ 4, which is
the stable range for (co)homology of degree at most 2 for Sp2g(R) and M(Σg,1).
For any g < h there is an inclusion map Sp2g(R) ↪→ Sp2h(R) given by extending
symplectic automorphisms of R2g by the identity on R2h−2g. We claim that the
pullbacks ofMp2h(R) and of Sp2h(R) under this inclusion areMp2g(R) and Sp2g(R)
respectively. For the metaplectic central extensions this follows from the fact that
the induced map π1(Sp2g(R)) ∼= Z→ Z ∼= π1(Sp2h(R)) is an isomorphism and the
metaplectic double covering corresponds to the unique index-2 subgroup of π1. For
Sp, note that the Segal-Shale-Weil projective representations in genus g and h fit
into a commutative square as follows:

(4.10)

Sp2g(R) PU(L2(Rg)) U(L2(Rg))

Sp2h(R) PU(L2(Rh)) U(L2(Rh))

(4.9)

(4.9)

The right-hand side square of this diagram arises as follows. We consider L2(Rg) as
the closed subspace of L2(Rh) consisting of those L2-functions that factor through
Rh = Rg × Rh−g ↠ Rg. Any closed subspace of a Hilbert space has an orthogonal
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complement, so we may extend unitary automorphisms of L2(Rg) by the identity on
this complement to obtain a homomorphism U(L2(Rg)) → U(L2(Rh)), which de-
scends to the projective unitary groups, forming a pullback square. By definition,
Sp2g(R) is the pullback along (4.9) of the extension U(L2(Rg)) of PU(L2(Rg)).

Commutativity of (4.10) then implies that the pullback of Sp2h(R) along the in-
clusion is Sp2g(R). Thus the existence of an embedding Mp2h(R) ↪→ Sp2h(R) will
imply the existence of an embeddingMp2g(R) ↪→ Sp2g(R) for g < h. We henceforth
assume that g ≥ 4 in this proof (this is only needed in the last paragraph).

First, we recall from [LV80, §1.7] that a particular choice of cocycle

ωSp : Sp2g(R)× Sp2g(R) −→ S1,

representing the central extension Sp2g(R), takes values in the finite cyclic subgroup

Z/8 ⊆ S1, so there is an embedding of central extensions Sp2g(R)(8) ↪→ Sp2g(R),
for a certain Z/8-central extension Sp2g(R)(8) of Sp2g(R). Moreover, this central
extension is classified by the element −[τ ].8Z ∈ H2(Sp2g(R);Z/8), the reduction
modulo 8 of the element −[τ ] ∈ H2(Sp2g(R);Z) represented by the negative of the
Maslov cocycle τ (see formula 1.7.7 on page 70 of [LV80]).

Second, we also recall from [LV80, §1.7] that there is a function

s : Sp2g(R) −→ Z/4 ⊆ S1

such that ωSp(g, h)
2 = s(g)−1s(h)−1s(gh) (formula 1.7.8 on page 70 of [LV80]).

It follows that the subset of Sp2g(R)(8) of those pairs (t, g) for which t2 = s(g) is
a subgroup. The projection onto Sp2g(R) restricted to this subgroup is a double
covering, and so this subgroup must either be the trivial covering Sp2g(R) × Z/2
or the metaplectic covering Mp2g(R).

To finish the proof, we just have to show that it cannot be the trivial covering.
Suppose for a contradiction that it is. Then Sp2g(R)(8) admits a section, so it is
a trivial extension and we must have [τ ].8Z = 0 ∈ H2(Sp2g(R);Z/8). However,
the pullback of [τ ] along the projection M(Σ) → Sp2g(R), also denoted by [τ ], is
precisely 4 times a generator ofH2(M(Σ);Z) ∼= Z (here we are using the assumption
that g ≥ 4). Thus [τ ].8Z ∈ H2(M(Σ);Z/8) ∼= Z/8 is non-zero. Hence we must have
[τ ].8Z ̸= 0 already in H2(Sp2g(R);Z/8). This completes the proof. □

4.3. Triviality of an extension. The last ingredient that we will need is the
following.

Proposition 4.12. The Z/2-central extension M̂or(Σ) of Mor(Σ) is trivial.

Proof. We first note that it suffices to prove this statement for all sufficiently
large g. This is because the inclusion of mapping class groups M(Σg,1) ↪→M(Σh,1)
restricts to an inclusion of Earle-Morita subgroups Mor(Σg,1) ↪→ Mor(Σh,1) (as an

immediate consequence of Lemma 3.4), and the pullback of M̂or(Σh,1) along this

inclusion is M̂or(Σg,1), for any g < h. This last statement follows from the fact
that the pullback of Mp2h(R) along Sp2g(R) ↪→ Sp2h(R) is Mp2g(R), which was
explained during the proof of Proposition 4.7. We now assume that g ≥ 4 for the
rest of the proof.

Recall from the proof of Proposition 4.7 that there is an embedding of central
extensions Mp2g(R) ↪→ Sp2g(R)(8), where Sp2g(R)(8) is a certain central extension
of Sp2g(R) by Z/8. Pulling back along the symplectic action M(Σ) → Sp2g(R),
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we obtain an embedding of central extensions M̂(Σ) ↪→ M(Σ)(8), where M(Σ)(8)

is classified by −[τ ].8Z ∈ H2(M(Σ);Z/8) ∼= Z/8. Now, H2(M(Σ);Z) is infinite
cyclic, generated by the first Chern class c1, and we have [τ ] = 4c1. There is also
a cocycle c : M(Σ)×M(Σ)→ Z defined by Morita [Mor89b] given by the formula
c(f, f ′) = d(f−1)♯.d(f ′)♯ (see also the proof of Lemma 3.2) and we have [c] = 12c1
in H2(M(Σ);Z). Thus, in particular, we have 3[τ ] = [c]. Since Mor(Σ) = ker(d),
Morita’s cocycle c vanishes on Mor(Σ), and so after restricting to the Earle-Morita
subgroup we have 3[τ ] = [c] = 0 ∈ H2(Mor(Σ);Z). Reducing modulo 8 we therefore
have 3[τ ].8Z = 0 ∈ H2(Mor(Σ);Z/8). But this cohomology group is a Z/8-module,
and 3 is invertible modulo 8, so we may divide by 3 and deduce that [τ ].8Z = 0 in
H2(Mor(Σ);Z/8). Hence the restriction Mor(Σ)(8) of M(Σ)(8) to the Earle-Morita
subgroup Mor(Σ) is a trivial extension. It therefore follows from the embedding

M̂or(Σ) ↪→ Mor(Σ)(8) that M̂or(Σ) is also a trivial extension. □

Remark 4.13. In summary, we have considered, in this subsection and the
previous one, three nested central extensions Mp(HR) ⊂ Sp(HR)

(8) ⊂ Sp(HR) of
the symplectic group Sp(HR) with fibres Z/2 ⊂ Z/8 ⊂ S1. Clearly they are either
all trivial or all non-trivial. We have seen that their pullbacks along the symplectic
action M(Σ)→ Sp(HR) are non-trivial (and hence they must also be non-trivial to
begin with), but their further pullbacks (restrictions) to the Earle-Morita subgroup
Mor(Σ) ⊂M(Σ) are trivial.

4.4. Untwisted representations of Earle-Morita subgroups. We may
now conclude with the main result of this section:

Theorem 4.14. For any n ≥ 2, there is a unitary representation

(4.11) Mor(Σ) −→ U(Vn(W ))

induced by the natural action of the mapping class group on the twisted Borel-Moore
homology group (1.9) with coefficients in the Schrödinger representation V =W .

Proof. By Theorem 4.4, such a unitary representation is defined on the central
extensionM(Σ) of the mapping class group by S1. By Corollary 4.10, the restriction

of this extension to Mor(Σ) ⊂M(Σ) contains the metaplectic extension M̂or(Σ), so
we may further restrict to this subgroup. By Proposition 4.12, the central extension

M̂or(Σ) of Mor(Σ) is trivial, i.e., it admits a section. Hence, composing with any
such section, we obtain the desired representation (4.11). □
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