
Aufgaben zur Topologie

Prof. Dr. C.-F. Bödigheimer
Wintersemester 2016/17

Week 1 — Exercises and Revision to be done by: 25.10.2016

Exercise 0.1 (Homotopy)
Recall the definition of homotopy and relative homotopy. Homotopy classes.

Exercise 0.2 (Free and based homotopy of maps S1 → S1)
Show that, for self-maps of S1, free and based homotopy are the same.

Exercise 0.3 (Group structure of the fundamental group)
Recall the definition and verify the group axioms of π1(X,x0).

Exercise 0.4 (Dependence on the fundamental group)
(a) Formulate correctly the phrase: π1(X,x0) depends only on the path component of x0.
(b) Formulate correctly the phrase: If X is path-connected, then π1(X,x0) is independent of x0.

Exercise 0.5 (Degree)
Recall the definition and the basic properties of the function grad : π1(S1, 1) → Z.

Exercise 0.6 (Applications)
Recall the statements and proofs of
(a) the fundamental theorem of algebra,
(b) the Brouwer fixed point theorem (in dimension 2),
(c) the Borsuk-Ulam theorem,
(d) the hairy ball theorem.
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Aufgaben zur Topologie

Prof. Dr. C.-F. Bödigheimer
Wintersemester 2016/17

Week 2 — Umlauf, linking and winding numbers of curves to be done by: 02.11.2016

Figure 1: From the notes of C.-F. Gauß, probably between 1823 and 1827.

Exercise 1.1 (‘Two-dimensional intermediate value theorem’)
Let f : D2 → R2 be a smooth function and P ∈ R2 a point such that P 6∈ f(S1) = f(∂D2). Recall the definition of
the umlauf number U(f, P ) of the curve f |S1 : S1 → R2 about the point P . Assuming that U(f, P ) 6= 0, show that
there exists a point z ∈ D2 such that f(z) = P .

Exercise 1.2 (Linking numbers of curves in R3)
(a) Let L be any one-dimensional affine subspace of R3 and let f : S1 → R3 be a smooth curve which is disjoint from
L. By considering a projection of f onto a plane orthogonal to L, define the umlauf number U(f, L) of f about L.
(b) Show that if f and g are curves in the complement of L that are homotopic via a homotopy that never intersects
L, then U(f, L) = U(g, L).
(c) Fix a smooth curve f : S1 → R3 and let H : R × [0, 1] → R3 be a continuous function that never intersects f
and has the property that for each fixed t the function H(−, t) : R → R3 is an affine injection. Denote by Lt the
one-dimensional affine subspace H(R× {t}) of R3. Show that U(f, L0) = U(f, L1).
(d) We return to the situation where we have a fixed one-dimensional affine subspace L of R3 and a smooth curve
f : S1 → R3 in its complement. Consider a two-dimensional half-space with L as its boundary. (There are many
possibilities – they are all related to each other by a rotation about L.) Define what it means for the half-space
to intersect f transversely, and, if it does, the sign of the intersection. How can one calculate U(f, L) using these
signed intersections ?
(e)* Now let C be the unit circle in a two-dimensional affine subspace of R3. Find a continuous function K : S3 ×
[0, 1]→ S3 such that (i) each K(−, t) is a diffeomorphism of S3, (ii) K(−, 0) is the identity on S3 and (iii) K(C, 1)
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is a one-dimensional affine subspace of R3 together with the point at infinity.
(f)* Using this, define the umlauf number U(f, C) of any smooth curve f : S1 → R3 which does not intersect C.
(g)* Consider a two-dimensional disc embedded into R3 in such a way that its boundary is C. Similarly to part (d),
define a transverse intersection of f with the disc, the sign of such an intersection and show how one can compute
U(f, C) using these concepts.

Exercise 1.3 (Circumnavigating the world)
Let B be a sailing boat on the surface of the world S2, and assume that it never visits the north or the south pole.
What does it mean for B to circumnavigate the world ? If you are given a map of its journey (which starts and ends
at the basepoint Hamburg ∈ S2), how can you use lines of longitude to detect whether it has really circumnavigated
the world ?

Exercise 1.4 (Local index of vector fields)
For each of the following sets of integers, give a vector field V on S2 with precisely k zeros ζ1, . . . , ζk having the
listed integers as their local indices ind(V, ζi):
(a) k = 2 and indices 1, 1,
(b) k = 1 and index 2,
(c) k = 4 and indices 1, 1, 1,−1,
(d) k = 2 and indices 2, 0,
(e) k = 7 and indices 1, 1, 1, 1, 1,−1,−2.
(Do this by a drawing.)

Figure 2: A little later in the notes of C.-F. Gauß.

Exercise 1.5 (Symmetric vector fields on spheres)
In this exercise we will take the point of view that a tangent vector field on S2 ⊂ R3 is a continuous function
V : S2 → R3 with the property that x and V (x) are orthogonal vectors for each x ∈ S2.
(a) Suppose that V (x) = V (−x) for each x ∈ S2. If x is a zero of V , what is the relationship between the local
index of V at x and the local index of V at −x?
(b) Now fix an angle θ ∈ [0, 2π]. Consider the following equation (where x ∈ S2):

V (−x) = cos(θ)V (x) + sin(θ) (x× V (x)), (1)

where × denotes the cross product in R3. Show that (1) holds for x if and only if it holds for −x.
(c) Now assume that (1) holds for all x ∈ S2. If x is a zero of V , what is the relationship between the local index
of V at x and the local index of V at −x ? How does this relationship depend on θ?
(d) Now let V be an arbitrary vector field (not necessarily satisfying (1)) and define another vector field Vθ for
θ ∈ [0, 2π] by

Vθ(x) = cos(θ)V (x) + sin(θ) (x× V (x)).

What are the zeros of Vθ in comparison to the zeros of V ? How is the local index of a zero of Vθ determined by the
local indices of the zeros of V ?
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(e)* Now let F ⊂ R3 be a torus, symmetrically embedded into R3 such that x ∈ F implies that −x ∈ F and the
tangent spaces TxF and T−xF are parallel. Let us say that it is the z-axis that passes through the ‘hole’ in the
torus (so F is disjoint from the z-axis).
We will think of vector fields on F as continuous functions V : F → R3 with the property that V (x) is parallel to
TxF for each x ∈ F . Let p : R3 → R2 be the projection onto the (x, y)-axis. Show that, when x ∈ F , the vector
W (x) = p(x)×(0, 0, 1) always lies in the tangent plane TxF , where × is the cross product in R3. This is therefore an
example of a non-vanishing vector field on F . Now suppose that V is any vector field on F satisfying the following
property: for each x ∈ F ,

V (−x) = the reflection of V (x) about the axis {λ.W (x) | λ ∈ R} in the tangent plane TxF.

If x is a zero of V , what is the relationship between the local index of V at x and the local index of V at −x? Give
an example of a vector field V that has zeros and satisfies this property.

Figure 3: The surface F from Exercise 1.6.

Exercise 1.6 (‘Satz vom Igel’ for higher-genus surfaces)
The orientable surface F of genus g we imagine as smoothly embedded in R3 (see Figure 3 on page 3), symmetric
with respect to the origin and to the (x, y)-plane. The intersection with this plane consists of an outer curve C0

and g further curves C1, . . . , Cg. We have an upper resp. lower half-surface F+ and F−, both a disc with an outer
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boundary curve C+
0 resp. C−

0 and g inner boundary curves C+
1 , . . . , C

+
g resp. C−

1 , . . . , C
−
g .

(a) Show that T (F ) is trivial over both F+ and F−. (Move a point ζ towards the point on the dotted core curve
K+ resp. K− closest to ζ and slide the tangent plane along. The curves K+ and K− lie in planes parallel to the
(x, y)-plane, where all tangent planes have a canonical isomorphism to R2.) In the end we have for each curve a
clutching function φi : Ci → GL2(R), i = 0, 1, . . . , g.
(b) In the case of a torus, g = 1, conclude that the tangent bundle is trivial over the whole surface.
(c) Now assume a vector field is given. This vector field is a function V : F → R3 such that V (ζ) is tangent to
F at ζ, i.e., V (ζ) ∈ Tζ(F ). What can we conclude about the zeroes of V ? If we assume that V has no zeroes;
then — since F is orientable — in each tangent plane we get by left-rotation of V (ζ) with angle 90◦ a second and
linearly independent vector and thus a basis in each tangent space. Restricting to the curves Ci we have functions
ψi : Ci → GL2(R). But these functions must satisfy relations. What are these relations, and what do they imply for
non-vanishing vector fields on F?
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Aufgaben zur Topologie

Prof. Dr. C.-F. Bödigheimer
Wintersemester 2016/17

Week 2 — Covering spaces to be handed in on 09.11.2016 (before the lecture)

A 3-fold covering of the Klein bottle.

Exercise 2.1 (The higher spheres are simply-connected: π1(Sn, x0) = 1 for n ≥ 2. )

We prove this by showing in several steps, that any closed curve α : [0, 1]→ Sn with α(0) = α(1) = x0 is contractible
relative to {0, 1}. In most steps we use a homeomorphism (Sn − {P}, x0)→ (Rn, 0) of pointed spaces.

(1) If α does not cover the entire sphere, then α is contractible relative to {0, 1}. (N.B. There are curves (e.g. the
Peano curves), which cover an entire sphere, even for n > 1.)
(2) There are finitely many 0 = t0 < t1 < . . . < tm = 1, such that, for each curve α([tk, tk+1]), there is (at
least) one of the 2(n+1) open half-spheres U±

i := {(x1, . . . , xn+1) ∈ Rn+1 | ±xi > 0}, that entirely contains it,
k = 0, . . . ,m− 1, i = 1, . . . , n+ 1. (This is an application of the Lemma of Lebesgue.)
(3) Any path β : [a, b]→ Sn that is contained in some half-sphere U±

i is homotopic, in U±
i and relative to {a, b}, to

a path running along a section of the great circle from β(a) to β(b).
(4) Given (2), and using (3), there is a homotopy relative to {0, 1} between α and a closed path γ, which runs
piecewise along sections of finitely many great circles.
(5) Since a path γ as in (4) satisfies the condition of (1), we are done. Where did we use n > 1 ?

Exercise 2.2 (Coverings of the figure-eight space)

Find all 2-fold and 3-fold coverings of the figure-eight space X = S1 ∨ S1 : first classify all coverings, connected or
disconnected, by giving two permutations; then sort by the number of connected components.

Exercise 2.3 (Sums, products and compositions of coverings)

(1) The sum X̃ t Ỹ of two coverings X̃ → X and Ỹ → Y is a covering of the sum X t Y .

(2) The product X̃ × Ỹ of two coverings X̃ → X and Ỹ → Y is a covering of the product X × Y .
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Two 3-fold coverings of the Klein bottle.

(3) If X̃ → X and ˜̃X → X̃ are two finite coverings, then the composition ˜̃X → X is a covering.

Exercise 2.4 (Klein bottle covering itself.)

Show that the two maps in the figure above are 3-fold coverings of the Klein bottle K.

A 5-fold covering of the figure-eight space.
From A.Fomenko, D.Fuchs: Homotopical Topology, p.70.

Exercise 2.5 (A non-commutative fundamental group.)

The fundamental group π1(X,x0) of the figure-eight space X = S1∨S1 is non-abelian. Assume it were commutative;
consider the commutator [γ] := [α] [β] [α]−1 [β]−1, where α resp. β is the closed curve running counter-clockwise
along the right resp. clockwise along the left leaf of the bouquet S1∨S1, as in the figure above. If [γ] were the trivial
element, the lift γ̃ of γ = α ∗ β ∗ ᾱ ∗ β̄ in any covering X̃ → X would be a closed curve.
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Exercise 2.6 (Some ∞-fold coverings.)

As in the previous exercise, let X = S1 ∨ S1 be the figure-eight space and let a and b be the closed curves described
above. For each of the following subgroups G of π1(X,x0), draw a covering X̃ → X with the property that the
image of the induced map of fundamental groups π1(X̃, x̃0)→ π1(X,x0) is G.
(a) G = the normal subgroup generated by [a].
(b) G = the normal subgroup generated by the element [c] defined in the previous exercise.
(c) G = the subgroup generated by [c].
(d) Now let w be any finite sequence of elements of the set {a, b, ā, b̄} and take G = the subgroup generated by [w].
In each case, once you have constructed a covering X̃ → X which potentially corresponds to the correct subgroup
G, what you need to check is that a based loop in X lifts to a loop (not just a path) in X̃ if and only if it represents
an element of π1(X,x0) that lies in G.

Some coverings of the figure-eight space.
From A.Hatcher: Algebraic Topology, Cambridge Univ. Press 2002, p. 58.
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Aufgaben zur Topologie

Prof. Dr. C.-F. Bödigheimer
Wintersemester 2016/17

Week 3 — Coverings to be done by: 15.11.2016

Exercise 3.1 (Local properties of covering spaces)
A map f : Y → X is a local homeomorphism if, for each y ∈ Y , there exists an open neighbourhood U of y such
that f(U) is open in X and the restriction f |U : U → f(U) of f to U is a homeomorphism. Suppose that f : Y → X
is a local homeomorphism. Show for each of the following properties that if X has this property, then so does Y .
(a) locally connected,
(b) locally path-connected,
(c) locally compact.
Now let ξ : X̃ → X be a covering.
(d) Show that ξ is a local homeomorphism.
Show for each of the following properties that if X has this property, so does X̃.
(e) Hausdorff,
(f) compact, if – in addition – the fibre is finite.

Exercise 3.2 (A covering space of a manifold is a manifold.)
Let ξ : M̃ →M is a covering with finite or countable fibre. If M is a (differentiable, Cr, smooth, holomorphic, ... )
manifold, then so is M̃ . If M is orientable, then so is M̃ (however, the reverse implication does not hold).

Universal cover of the figure-eight space S1 ∨ S1

Exercise 3.3 (Properly discontinuous group actions)
Let the discrete group G act on a space Y and denote the action by (g, y) 7→ g � y. The action is said to be properly
discontinuous, if for each y ∈ Y there is a neighbourhood U , such that (g � U) ∩ U = ∅ for all but finitely many
g ∈ G. If Y is Hausdorff and the action is free, then this is equivalent to the statement that, for each y ∈ Y , there
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is a neighbourhood U , such that (g � U) ∩ U = ∅ for all g ∈ G except the identity element. (Why is this true?)

(a) For a free and properly discontinuous action on a Hausdorff space Y , the quotient map ξ : Y → X := Y/G is a
covering with fibre G.
(b) Example: G = Z and Y = C− {0}; for the action fix a complex number λ 6= 0 and set n � z := λn z. For which
λ is this action free, for which is it properly discontinuous ? What is the quotient ?
(c) Example: Let G = Fr(2) = 〈x, y | 〉 denote the free (non-abelian) group on two letters x, y. The figure above
shows its Cayley graph C, which is a tree and which we regard as a subspace of the plane. The vertices are reduced
words w in the letters x, y (and their inverses) and we denote this vertex by (w); an edge between the vertices (w)
and (w′) we denote by (w,w′) and such an edge exists iff w−1 w′ is x or y or x−1 or y−1. Thus there is a vertex
for each group element, and there are four edges emanating from each vertex. C is contractible and thus simply-
connected. The right-action of G on C is described for a g ∈ G as follows: for a vertex we set (w) � g = (wg); for an
edge we set (w,w′) � g = (wg,w′g). Note that as a continuous map the action by g must dilate the lengths of the
edges. Show that the action is free and properly discontinuous. And show that the quotient C/G is the figure-eight
space S1 ∨ S1. Conclude π1(S1 ∨ S1) = Fr(2).

A properly discontinuous and free action on the hyperbolic plane H2. Each semicircle S in the picture (together with
a choice of orientation) defines an isometry of H2 given by translation parallel to S by an amount such that each
vertex on S is moved forwards by two steps, i.e., it is sent to the next-but-one vertex in the direction given by the
orientation. These hyperbolic translations generate a discrete subgroup G of the group Isom(H2) of all hyperbolic
isometries of H2, which acts properly discontinuously and freely. Image credit: Indra’s Pearls, David Mumford,
Caroline Series and David Wright.
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Exercise 3.4 (The pull-back of a covering is a covering.)
Let ξ : X̃ → X be a covering and f : Y → X be any map. The pull-back of ξ along f consists of the space
Ỹ = f∗(X̃) := {(y, x̃) ∈ Y × X̃ | f(y) = ξ(x̃)} (with the subspace topology of the product topology) together with
two maps ξ̃ = f∗(ξ) : Ỹ = f∗(X̃)→ Y , defined by (y, x̃) 7→ y and f̃ : Ỹ = f∗(X̃)→ X̃, defined by (y, x̃) 7→ x̃. Thus
we have a commutative square:

Ỹ = f∗(X̃)
f̃ //

ξ̃=f∗(ξ)

��

X̃

ξ

��
Y

f // X

(a) ξ̃ : Ỹ → Y is a covering with the same fibre as ξ.

(b) The following formulae hold, where g : Z → Y and f : Y → X:

(1) g∗(f∗(X̃)) = (f ◦ g)∗(X̃) and g∗(f∗(ξ)) = (f ◦ g)∗(ξ);

(2) id∗(X̃) = X̃ and id∗(ξ) = ξ.

(c) If ξ : S2 → RP2 is the antipodal projection and f : RP2 − {P} → RP2 the inclusion, then the pull-back ξ̃ is the
covering of the Möbius-band by a band.
(d) Let ξn : S1 → S1 denote the n-fold covering z 7→ zn. What is ξ∗n(ξm) ? And what is ξn ◦ ξm from Exc. 2.3 ?

Exercise 3.5 (Maps out of spaces with finite fundamental group)
Let X be a path-connected (locally path-connected) space with basepoint x0 such that π1(X,x0) is finite.
(a) Show that any continuous map X → S1 must be nullhomotopic.

(b) Using part (a), show that any continuous map X →
∏k S1 to a product of k copies of the circle S1 must be

nullhomotopic.
(c) Show that any continuous map X →

∨` S1 to a wedge of copies of ` copies of the circle S1 must be nullhomotopic.
(Use Exercise 3.3(c) when ` = 2. For larger values of ` you will need an appropriate generalisation of that exercise.)

Exercise 3.6* (The fundamental groupoid and fibre-transport)

A groupoid is a category in which every morphism is invertible. It earns its name from the following example. If
G is a discrete group, then it may be considered as a groupoid BG with one object • and with the morphism set
HomBG(•, •) = AutBG(•) equal to G. Another example that one may build from G is EG, which has one object for
each element of G, and exactly one morphism between any pair of objects (there is then only one possible way in
which composition may be defined).

If we imagine a category C (and therefore in particular a groupoid) as having a vertex for each object, an edge for
each morphism, a triangle for each pair (f, g) of morphisms such that source(f) = target(g), etc.. One should think
of f as a ’connection’ between two objects, materialized as an edge, g likewise as another edge and f ◦ g as a third
edge; and the fact that the third edge stands for the compostion f ◦g and not just for any morphisms, we materilaize
as a triangle — etc., etc.. The resulting space is called the classifying space BC of the category C. For C = EG this
space turns out to be a simplex of cardinality |G| (which may be infinite).

A third example, which may be built out of any topological space X, is the following. We take one object for each
point x ∈ X. A morphism from x to y is then defined to be a homotopy class of paths in X starting at x and ending
at y, where “homotopy” means homotopy of maps [0, 1] → X relative to {0, 1}. It is obvious, what the identity
morphisms are and what the composition of two morphisms is. The result is a groupoid (why ?), denoted Π(X).
(1) What is the group of automorphisms of the object x ∈ X ?

(2) Show that any continuous map f : X → Y induces a functor Π(f) : Π(X) → Π(Y ). We have Π(g ◦ f) =
Π(g)◦Π(f). Furthermore, if F : X×[0, 1]→ Y is a homotopy between the maps f0(x) = F (x, 0) und f1(x) = F (x, 1),
the F allows us to define a transformation from the functor Π(f0) to the functor Π(f1).
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Now let ξ : X̃ → X be a covering.
(3) Show that the unique path-lifting property allows us to define a “fibre-transport” functor

trans : Π(X) −→ Sym,

where Sym is the category of sets and bijections, such that a point x ∈ X, i.e., an object of Π(X), is taken to its
fibre ξ−1(x).
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Aufgaben zur Topologie

Prof. Dr. C.-F. Bödigheimer
Wintersemester 2016/17

Week 4 — Coverings and deck transformations Due: 23.11.2016 (before the lecture)

Exercise 4.1 (Fundamental group of the Klein bottle)
Consider X̃ = R2 with the translation A : (x, y) 7→ (x + 1, y) and the glide reflection B : (x, y) 7→ (−x, y + 1). Let
G denote the subgroup of affine motions of R2 generated by A and B.
(1) This action is free and properly discontinuous.
(2) A and B satisfy the relation ABA = B.
(3) G is isomorphic to the semi-direct product Z o Z, where b ∈ Z acts on Z via b � a := (−1)b a.
(4) The quotient ξ : X̃ → X := X̃/G is the Klein bottle.
(5) Thus π1(K) ∼= Z o Z.

Exercise 4.2 (Connectivity and sections)
If ξ1 : X̃1 → X and ξ2 : X̃2 → X are two coverings of X, we denote by ξ1 ⊕ ξ2 : X̃1 t X̃2 → X their sum over X or
Whitney sum. Show that a covering ξ : X̃ → X has a section if and only if it is isomorphic to the sum ξ′ ⊕ idX of
some covering ξ′ and the identity. Conclude that a connected covering with k > 1 leafs has no section. (Example:
Sn → RPn.)

The surface F5 ⊂ R3 from Exercise 4.3(4c). The right-hand side is a bird’s-eye view from above.

Exercise 4.3 (Change of fibres)
Let the discrete group G act (from the right) freely and properly discontinuously on the Hausdorff space X̃; thus
we have a covering ξ : X̃ → X := X̃/G with fibre G. Now assume that G also acts (from the left) on the discrete
space F , not necessarily freely. We define on the space Ỹ = X̃ ×F the “diagonal” action g � (x, u) := (x � g−1, g � u),
and define Y to be the quotient space Ỹ/G, which may also be denoted X̃ ×G F .
(1) The projection Ỹ → X̃ is G-equivariant, so we have a well-defined induced map ξF : Y → X.
(2) This induced map is a covering with fibre F .
(3) If F = G with the G-action given by left-multiplication, then Y = X̃ and ξF = ξ.

1



(4) Examples:
(a) If X̃ = S2 with G = Z/2Z acting by the antipodal map, then X̃ → X is the two-fold covering S2 → RP2. Now

take F = Z/4Z with the generator of G acting by multiplication by −1. Show that Y → X is the Whitney sum
of two copies of the identity RP2 → RP2 and one copy of S2 → RP2. What about if F = Z/nZ for other positive
integers n, with G again acting by multiplication by −1?

(b) Let X̃ = R with G = Z acting by translation; F = {e2πi kn | k = 0, . . . , n − 1} with 1 ∈ Z acting by rotation
by 360

n degrees. What is the covering Y → X in this case?
(c) If we imagine the surface Fg+1 embedded into R3 in a symmetrical way, with one large hole and g smaller

holes arranged around it at equal intervals, and with the z-axis running through the large hole – see the figure on
the previous page for the case g = 4 – then there is an action of the cyclic group Z/gZ on it given by rotation in
the (x, y)-plane by 360

g degrees. This action is free and properly discontinuous and the quotient is homeomorphic
to F2. Denote the resulting covering by ϕg+1 : Fg+1 → F2.

Now take g = 4, let X̃ = F5 and let G = Z/4Z acting as described above. So X̃ → X is the covering ϕ5 : F5 → F2.
Let F be the set {−1, 1} with the action of G = Z/4Z where a generator acts by multiplication by −1. Show that
the new covering Y → X is ϕ3 : F3 → F2.

(d)* More generally, if m and n are positive integers, let X̃ = Fmn+1 with G = Z/mnZ acting as described above.

So X̃ → X is ϕmn+1. Let F = {e2πi kn | k = 0, . . . , n−1} with the action of G = Z/mnZ in which 1 acts by rotation
by 360

n degrees. Then Y → X is ϕn+1.

The surface F5 has a 5-fold symmetry, as well as the 4-fold symmetry used in Exercise 4.3(4c).
Image credit: A Primer on Mapping Class Groups, B. Farb, D. Margalit, page 46.

Exercise 4.4 (Universal coverings of closed, orientable surfaces)
(a) Show that the action of Z2 on R2 given by addition in each coordinate is free and properly discontinuous.
Deduce that the universal cover of the torus S1 × S1 is contractible. (See part (a) of Exercise 3.3.)
(b) Consider the diagram in the hyperbolic plane H2 on the next page, which is to be visualised using the Poincaré
disc model. The tiling is constructed as follows. Start with an octagon, centred at the middle of the disc, with
90-degree internal angles. Reflecting in L and then in M as shown on the right-hand side of the figure results in
another octagon, incident to the original octagon along one edge. The composite of reflection in L and then in M
is a hyperbolic isometry. Continuing in this way indefinitely, using all possible hyperbolic isometries of this form
(using the analogues of the lines L and M in the smaller octagons) produces the full tiling on the left-hand side of
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the figure. Let G be the group of hyperbolic isometries generated by the ones that we used to construct the tiling.
Then G acts properly discontinuously and freely on H2.
Show that each orbit of the G-action intersects the (closed) octagon in the centre of the picture. Moreover, show
that each orbit either (i) intersects the octagon exactly once in its interior, (ii) intersects the octagon exactly twice
on its boundary or (iii) intersects the octagon exactly eight times on its boundary. In the latter two cases, explain
how the points of intersection are related. Deduce that the universal cover of the surface F2 is contractible, where
Fg denotes the closed, orientable surface of genus g.
(c) Sketch how to adapt this proof to show that the universal cover of Fg is contractible for all g > 1.
(d) An application (continuation of Exercise 3.5 from last week). LetX be a path-connected (locally path-connected)
space with basepoint x0 such that π1(X,x0) is finite. Show that any continuous mapX → Fg must be nullhomotopic.
(You may assume the fact that every element of π1(Fg) has infinite order.)

The tiling of the hyperbolic plane by regular octagons used in Exercise 4.4(b).
Image credit: Three-Dimensional Geometry and Topology, Vol. 1, William P. Thurston, page 16.

Exercise 4.5 (Conjugate covering space actions)

Let Y be a Hausdorff, locally path-connected, simply-connected space and let G and H be two discrete groups
acting (on the right) on Y freely and properly discontinuously. Thus we have coverings Y → Y/G and Y → Y/H
with deck transformation groups G and H respectively. Via their actions, we may consider G and H as subgroups
of Homeo(Y ), the group of all self-homeomorphisms of Y .
(1) If G and H are conjugate subgroups, then there is a homeomorphism Y/G ∼= Y/H. (Suppose that H = φGφ−1.
Then show that a homeomorphism may be defined by y.G 7→ y.φ−1.H.)
(2) Conversely, show that if there is a homeomorphism Y/G ∼= Y/H, then G and H must be conjugate.
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Exercise 4.6* (Coverings of SO(3)× SO(3))

(1) We know from Exercise 2.1 that Sn is simply-connected for n > 2. The action of Z/2Z on Sn via the antipodal
map is free and (vacuously, since it is a finite group) properly discontinuous. Thus π1(RPn) ∼= Z/2Z.
(2) Recall that there is a homeomorphism RP3 ∼= SO(3) (using Euler angles, for example). Thus π1(SO(3)) ∼= Z/2Z.
(3) Note that Z/2Z× Z/2Z has exactly five subgroups. Therefore, SO(3)× SO(3) has exactly five coverings: four
of these are simply products of S3 and/or SO(3).
(4) The remaining covering of SO(3) × SO(3) is the 2-fold covering corresponding to the subgroup {(0, 0), (1, 1)}
of Z/2Z×Z/2Z. The general theory tells us that it is the quotient of the universal cover S3 × S3 by the involution
corresponding to the element (1, 1). This involution is given by (x, y) 7→ (−x,−y).
(5) Consider S3 as the unit sphere in the quaternions H. Each element (x, y) ∈ S3 × S3 therefore gives us a map
f(x,y) : H→ H defined by f(x,y)(z) = xzy−1. Show that f(x,y) is a rotation, i.e., an element of SO(4).
(6) Show also that every rotation in SO(4) is of this form for some (x, y) ∈ S3 × S3 and that two elements (x, y)
and (x′, y′) induce the same rotation if and only if (x′, y′) = (−x,−y). Deduce that the fifth covering space of
SO(3)× SO(3) is homeomorphic to SO(4).

A subdivision of the tiling of H2 by regular octagons, in which each octagon has been subdivided into 16 triangles.
Image credit: Indra’s Pearls, David Mumford, Caroline Series and David Wright.
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Aufgaben zur Topologie

Prof. Dr. C.-F. Bödigheimer
Wintersemester 2016/17

Week 5 — Classification of coverings; Seifert-van-Kampen Theorem Due: 30. November 2016

Exercise 5.1 (Coverings and homeomorphisms.)
If ξ : X̃ → X is a covering of a locally path-connected space X all of whose path-components are 1-connected, then
X̃ is homeomorphic to a disjoint union of copies of X; if, in addition, X̃ is 0-connected, then ξ is a homeomorphism.

Exercise 5.2 (Connected coverings of Lie groups are Lie groups.)

Exercise 5.3 (Fundamental groups of topological groups are abelian.)
(1) Let G be a topological group; we denote its multiplication by µ = � : G×G→ G, (x, y) 7→ x �y and the inverse by
−1 : G→ G, x 7→ x−1, and we take the neutral element 1 as basepoint. Consider for two pointed maps a, b : S1 → G
the pointwise multiplication (a � b)(t) := a(t) � b(t), and the pointwise inversion a−1(t) := a(t)−1. Show that this is a
group structure on the set M = maps((S1, 1), (G, 1)) of based maps. Convince yourself that all of this is continuous
in the compact-open topology on M .
(2) Show that this group structure induces a well-defined group structure on the set of based homotopy classes,
that is on [(S1, 1), (G, 1)] = π1(G, 1), by setting [a] � [b] := [a � b] and [a]−1 := [a−1], where the homotopy class of the
constant map t 7→ 1 is the neutral element.
(3) Recall now the old group structure on π1(G, 1), denoted here by [a]∗ [b] = [a∗b] and [a]−1 = [ā], where a∗b is the
concatenation of two paths and ā is the reverse path. Show (by pictures, not by formulae) that the multiplications
satisfy the following exchange property: ([a] ∗ [b]) � ([c] ∗ [d]) = ([a] � [c]) ∗ ([b] � [d]).
(4) Assume that S is a set with two group structures ∗ and � satisfying the exchange property. Then the group
structures agree (∗ = � ) and are abelian. (Not all of the group axioms are needed for the proof of this statement;
which ones are used?)
(5) Thus the statement is proved.

Exercise 5.4 (Homotopy invariance of pull-backs.)
Let ξ : X̃ → X be a covering and let f0, f1 : Y → X be two maps. Denote the pullbacks (for i = 0, 1) of ξ by
ξi = f∗i (ξ) : Yi = f∗i (X̃)→ Y .
(1) If f0 and f1 are homotopic, there is a homeomorphism Φ: f∗0 (X̃)→ f∗1 (X̃) with ξ1 ◦ Φ = ξ0.
(Hint: Consider the pull-back F ∗(X̃) → Y × [0, 1] of ξ along a homotopy F between f0 and f1, and lift the path
t 7→ (y, t) with an arbitrary starting point in f∗0 (X̃) ⊂ F ∗(X̃) over (y, 0).)
(2) If f : Y → X is null-homotopic, then f∗(ξ) is a trivial covering.
(3) Application: The inclusions ιn : S1 ∼= RP 1 ↪→ RPn are not null-homotopic; even better, ιn induces isomorphisms
on fundamental groups.

Exercise 5.5 (Branched coverings and polynomials.) Let p(z) = zn + an−1z
n−1 + . . . a1z + a0 be a non-constant

complex polynomial. Denote by S the set of all critical points, i.e., points z with p′(z) = 0 and V the set of all
critical values v = p(ζ) for ζ ∈ S.
(1) Show that p : C− S → C− V is an n-fold covering.
(Hint: C is locally path-connected and V is a closed subset (why?), so for each z ∈ C−V you may find a connected
open neighbourhood U of z in C− V . Study the preimage p−1(U) and use the Inverse Function Theorem.)

Now we consider the special cases pn(z) = zn for n ≥ 2 as maps from the disc Br(0) of radius r > 0 around 0 to
the disc Brn(0). We just saw that the restriction pn| : Br(0) − 0 → Brn(0) − 0 is an n-fold covering. But what is
pn : Br(0)→ Brn(0), where ζ = 0 has only one point in its pre-image and not n points (as do all other points) ? The
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map pn is a prototypical example of a so-called branched covering ; we will not define this notion in all generality,
but want to prove that a non-constant complex polynomial p is a branched covering in the following sense:
(2) Show that for each critical value v ∈ V there is a neighbourhood U ⊂ C and a partition k1+k2+· · ·+kl = n, such
that the restriction p| : p−1(U)→ U is homeomorphic to the Whitney sum of l branched coverings pk1 , pk2 , . . . , pkl
as considered above.
(Note: we call two coverings ξ : X̃ → X and ν : Ỹ → Y homeomorphic if there are homeomorphisms φ : X → Y and
φ̃ : X̃ → Ỹ such that ν ◦ φ̃ = φ ◦ ξ.)
(3)* What happens in a neighbourhood of ∞ if we extend p to S2 → S2 by setting p(∞) =∞ ?

A discussion of the function z 7→ z2 and its inverse ζ 7→
√
ζ from Vorlesungen über allgemeine Funktionentheorie

und elliptische Funktionen by A. Hurwitz and R. Courant, using polar coordinates z = reiϕ and ζ = z2 = %eiϑ.

Exercise 5.6* (Spaces with fundamental group Z/nZ.)
Let f : S1 → S1 be a map of degree grad(f) = n. Consider the space M(n) = S1 ∪f D2 obtained by attaching a
2-disc to a circle along its boundary using the map f — i.e., the quotient (S1 t D2)/ ∼ where ∼ is the equivalence
relation generated by the relations ζ ∼ f(ζ) for ζ ∈ ∂D2 = S1.
(1) Make a sketch of this identification.
(2) Show that π1(M(n)) ∼= Z/nZ.

Exercise 5.7* (Any group is the fundamental group of some space.)
(1) Let G be a group with finite presentation 〈s1, . . . , sn | r1, . . . , rk〉. Using a similar idea to Exercise 5.6, and
the Seifert-van-Kampen Theorem multiple times, construct a space X such that π1(X) ∼= G. First find a space Y0
whose fundamental group is the free group 〈s1, . . . , sn | 〉, then attach a 2-disc to form a space Y1 with fundamental
group 〈s1, . . . , sn | r1〉, and so on, until you find Yk = X.
(2) Now suppose that G is any group, not necessarily possessing a finite presentation, or even a finite generating set
(think of G = Q, for example, or G = S1, considered as an abstract (uncountable!) group). Using a limit argument,
show that there is nevertheless a space X with fundamental group G. You may use the following facts:
(a) Suppose that X is path-connected and is the union of a family of path-connected open subspaces Xα. Assume
that each intersection Xα∩Xβ is Xγ for some γ. Also assume that X and each Xα are “nice” (i.e., locally 0-connected
and semi-locally 1-connected). Let x ∈

⋂
αXα. Then π1(X,x) is the direct limit of the subgroups π1(Xα, x).

(b) Any group is the direct limit of the family of all of its finitely presentable subgroups.
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Note: There is a subtlety with the limit argument if one tries to use fact (b): it is not possible to pick a finite
presentation for each finitely presentable subgroup of G in a way that is compatible with all inclusions between
them. To rectify this, you can instead use the following modification of fact (b):
(c) Any group G is the direct limit of the diagram of groups whose objects are all finitely presentable subgroups of
G equipped with a choice of presentation, and whose morphisms are just those inclusions 〈s1, . . . , sn | r1, . . . , rk〉 ↪→
〈s′1, . . . , s′m | r′1, . . . , r′l〉 for which {s1, . . . , sn} is a subset of {s′1, . . . , s′m} and {r1, . . . , rk} is a subset of {r1, . . . , r′l}.

Exercise 5.8* (Addendum to the classification theorem for coverings.)
Let X be a 0-connected, locally 0-connected and semi-locally 1-connected space. We denote by

char : Cov0(X,x0) −→ G(π1(X,x0))

the function, which associates to an isomorphism class [ξ] = [ξ : (X̃, x̃0)→ (X,x0)] of based and connected coverings
the characteristic subgroup char[ξ] = ξ∗(π1(X,x0)) of π1(X,x0).
(1) char[ξ1] ≤ char[ξ2] ⇐⇒ There is a unique morphism ξ1 → ξ2.
(2) char[ξ] is normal ⇐⇒ ξ is regular (i.e., “fibre-transitive”).
(3) Let H ≤ π1(X,x0) be a subgroup and denote by ξ̄ : X̄ → X the universal covering of X. In the commutative
diagram

X̄

XH

X

qH

ξH
ξ̄

we have:
(3.1) qH : X̄ → XH := X̄/H is a universal covering; thus D(qH) ∼= H for the group of deck transformations.
(3.2) D(ξH) ∼= Weyl(H) = NG(H)/H, the Weyl group of H in G = π1(X,x0).
(3.3) In particular, D(ξH) ∼= π1(X,x0)/H if H is normal.
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Aufgaben zur Topologie

Prof. Dr. C.-F. Bödigheimer
Wintersemester 2016/17

Week 6 — Fundamental groups and first homology groups Due: 7. December 2016

Exercise 6.1 (Gradients, rotation and divergence: grad, rot and div.)
(1) Let X be an open subset of R2 and define real vector spaces as follows.
◦ C0 = C∞(X), the space of smooth real-valued functions on X.
◦ C−1 = C∞(X)×C∞(X), to be thought of as the space of smooth vector fields v = (v1, v2) on X, in coordinates.
◦ C−2 = C∞(X), to be thought of as the space of volume forms on X.
There are linear maps grad: C0 → C−1 and rot : C−1 → C−2 defined by grad(f) = (∂f∂x ,

∂f
∂y ) and rot(v1, v2) =

∂v2
∂x −

∂v1
∂y .

(a) Show (using vector calculus) that this is a chain complex (over the field R), where all undefined chain modules
are 0.
(b) For arbitrary X, find the dimension of H0(C•), i.e., the kernel of grad.
(c) When X is not simply-connected, give an example of a vector field that has zero rotation, but is not the gradient
of any smooth function on X, thus showing that the homology group H−1(C•) is non-trivial in this case.

(2) Now let X be an open subset of R3 and define real vector spaces as follows.
◦ C0 = C∞(X).
◦ C−1 = C∞(X)× C∞(X)× C∞(X).
◦ C−2 = C∞(X)× C∞(X)× C∞(X).
◦ C−3 = C∞(X).
(a) Recall the definitions of the linear operators grad: C0 → C−1, rot : C−1 → C−2 and div : C−2 → C−3 in this
setting, and show that these form a chain complex.
(b) As above, compute the dimension of H0(C•).
(c) Show that the homology group H−1(C•) is non-trivial when X is not simply-connected by finding a vector field
with zero rotation and which is not the gradient of any smooth function on X.
(d)* Find an X such that H−2(C•) is non-trivial, i.e., we need a vector field defined on X with zero divergence and
which is not the rotation of any other vector field on X. (A first case to consider is X = R3 − {(0, 0, 0)}.)

Exercise 6.2 (Induced maps on π1 and the abelianisation of π1.)
Recall: If f : S1 → S1 is a map of degree k, then the induced map π1(f) : π1(S1, 1)→ π1(S1, 1) is the multiplication
by k in Z.
(1) Consider the following map Ta : S1 × S1 → S1 × S1, called the Dehn twist along the curve a.

The loop a is taken to itself, whereas the loop b is taken to the diagonal loop c pictured on the right-hand side. In
general, each vertical loop on the left-hand side is skewed to the right as it travels upwards, so that it becomes one
of the 45-degree diagonal loops on the right-hand side.
Describe the induced homomorphism π1(Ta) on the fundamental group π1(S1 × S1) = Z× Z.
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(2) Dehn twists may be defined more generally for surfaces. Given a piece of a surface, homeomorphic to a cylinder,
one may define the Dehn twist Ta along a as follows:

(it acts by the identity outside of the shaded region). Taking a to be one of the standard generators for the funda-
mental group of F2 (recall this from lectures), describe the induced homomorphism π1(Ta) : π1(F2)→ π1(F2).

A result that will soon appear in lectures is the fact that the first homology H1(X) of a path-connected space X is
isomorphic to the abelianisation of its fundamental group π1(X,x) based at any point x ∈ X.
(3)* Using the computations of the fundamental groups of orientable and non-orientable surfaces from the lecture,
compute their first homology groups.
(4)* Let Fg,n be the orientable surface of genus g with n > 0 points removed. Compute its fundamental group und
its first homology group. (Hint: Write Fg,n “in normal form”, that means as a quotient space of a regular 4g-gon;
draw n − 1 extra (not necessarily straight) edges from one corner to another or the same corner; now remove in
each of the n “compartments” one interior point; find a retraction onto the subspace which consists of the 4g edges
on the boundary and the n− 1 extra edges.)

Exercise 6.3 (Nullhomotopies and nullhomologies.)
Consider the following three curves on the surface F3.

(a) Observe that the curve A is nullhomotopic.
(b) Construct a 2-chain whose boundary is equal to the 1-cycle represented by the curve B. Thus, B is nullhomol-
ogous. (Write F3 in normal form as above and use the obvious triangulation.)
(c)* However, B is not nullhomotopic (show this using your knowledge of π1(F3) ; this is harder than one expects).
(d)* Show that the curve C is neither nullhomotopic nor nullhomologous. (Consider the commutator subgroup of
π1(F3), which also gives an alternative way to deduce that B is nullhomologous.)

Exercise 6.4 (Disjoint unions of spaces.)
Let X be a topological space which splits as the topological disjoint union of subspaces X =

⊔
αXα. Show that

the singular chain complex S•(X) of X splits into a direct sum of summands indexed by α, and that the boundary
operator ∂ preserves the summands. Deduce that the subcomplexes of cycles and of boundaries also split with
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respect to α, and therefore so does the homology of X, in other words we have, for each n,

Hn

(⊔
α

Xα

)
∼=
⊕
α

Hn(Xα).

Exercise 6.5 (Coverings and H1.)
Let ξ : X̃ → X be a covering. Recall from the lecture that the map of fundamental groups π1(ξ) : π1(X̃, x̃) →
π1(X,x) is injective. Consider the covering

of X = S1 ∨ S1.
(a) Show that H1(X̃) ∼= Z3, whereas H1(X) ∼= Z2.
(b) Compute the homomorphism π1(ξ) of fundamental groups induced by ξ, then abelianise this to compute the
homomorphism H1(ξ) that it induces on first homology. Deduce that coverings do not always induce injective maps
on homology.

Exercise 6.6* (Multi-valued functions: integrating on non-simply-connected domains.)
Let Ω ⊂ C be a region (i.e., open and connected) and z0 ∈ Ω, and consider a holomorphic function f : Ω → C; we
assume that f ′(z) 6= 0 for all z ∈ Ω.
We would like to define a new function

z 7→
∫
w

f(ζ)dζ :=

∫ 1

0

f(w(t))ẇ(t)dt,

where w is a path in Ω from z0 to z; but this path integral depends on the path w and not just on its endpoint
w(1) = z; so we would get a multi-valued function. However, — since f is holomorphic —, it depends only on the
homotopy class [w], not on the actual path. This is our chance: If ξ : Ω̃ → Ω denotes the universal covering of Ω,
we define a function

F̃ : Ω̃→ C, F̃ ([w], z) :=

∫
w

f(ζ)dζ =

∫ 1

0

f(w(t))ẇ(t)dt.

(1) F̃ is well-defined.
(2) F̃ is holomorphic. (N.B: Ω̃ is a holomorphic manifold, or a Riemann surface; cf. Exercise 3.2.)
(3) Now define the period homomorphism Perf : π1(Ω, z0)→ C as follows:

Perf ([w]) =

∫
w

f(ζ)dζ.
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Convince yourself of the formulae:
Perf (αβ) = Perf (α) + Perf (β), Perf (α−1) = −Perf (α), Perf (1) = 0, which say that Perf is a homomorphism.

There are more formulae like:
Perf+g(α) = Perf (α) + Perg(α), Perλf (α) = λPerf (α), Perf (α) = Perf (α), which say what ?

Next conclude, that the kernel K := ker(Perf ) 6 π1(Ω, z0) of Perf contains at least the commutator subgroup of

π1(Ω, z0). Now let ξf : Ωf → Ω be the covering corresponding to that subgroup K, i.e., the quotient of Ω̃ by the
action of K by deck transformations. Denote this quotient map by qf .
Show that

F̃ ([a ∗ w], z) = F̃ ([w], z) + Perf ([a]),

where a is a closed loop based at z0 and w is any path from z0 to z. Conclude that F̃ factors as the composite of
qf followed by a well-defined map F : Ωf → C. Summarising, we have the diagram:

Ω̃

Ω

Ωf Cξ
qf

ξf

F̃

F

Thus we have found the natural domain of (well -)definition of the multi-valued function z 7→
∫ z
z0
f .

(5) Examples.
In each example, describe π1(Ω, z0), compute the period homomorphism and describe the covering ξf : Ωf → Ω and
the function F .
(5.1) : Take Ω = C− {0} and f(z) = 1

z .
(5.2) : Take Ω = C− {−1, 1} and f(z) = 1

1+z + 1
1−z .

(5.3) : Take Ω = C− {−1, 1} and f(z) = a
1+z + b

1−z , for integers a, b ∈ Z.

(5.4) : Take Ω = C− {−1, 1} and f(z) = 1
1+z + π

1−z .
In the last three examples, feel free to build a model of the covering Ωf as demonstrated in lectures.

The Seifert-van-Kampen Theorem, from Lehrbuch der Topologie, H. Seifert and W. Threlfall.
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Aufgaben zur Topologie

Prof. Dr. C.-F. Bödigheimer
Wintersemester 2016/17

Week 7 — Chain complexes Due: 14. December 2016

Exercise 7.1 (Decomposition of chain complexes.)
(1) Let

0← C0 ← C1 ← · · · ← CN−1 ← CN ← 0

be a bounded chain complex of finitely generated free abelian groups. Show that it splits as a direct sum of finitely
many subcomplexes, each of which is of the form

0← Z← 0 or 0← Z k←− Z← 0

for some non-zero k ∈ Z, up to shifts to the left and right.
(Hint: Use the Elementarteilersatz (Smith normal form) for integer matrices.)

(2) Show that, if we had started with a bounded chain complex of finite-dimensional vector spaces over a field K
instead, then it splits as a direct sum of finitely many subcomplexes of just two types, namely 0 ← K ← 0 and

0← K id←− K← 0.

(3) Thus any bounded chain complex of finite-dimensional vector spaces is isomorphic to one with chain modules of
the form Cn = Bn ⊕Hn ⊕Bn−1, where Bn denotes the boundaries of degree n, and where the boundary operator

∂ : Cn = Bn ⊕Hn ⊕Bn−1 � Bn−1 ↪→ Bn−1 ⊕Hn−1 ⊕Bn−2 = Cn−1

is the projection of Cn onto Bn−1 composed with the inclusion of Bn−1 into Cn−1. It follows that the homology is
Hn(C•) ∼= Hn.

Exercise 7.2 (Homology of some small chain complexes.)
(a) Compute the homology of each of the following chain complexes.
(b) Take the tensor product with Q and compute the homology of the resulting chain complex.
(c) Take the tensor product with Fp (for a prime p) and compute the homology of the resulting chain complex.

(A•) 0→ Z2

(
1 1
−1 −1

)
−−−−−−→ Z2

(
1 1
−1 −1

)
−−−−−−→ · · ·

(
1 1
−1 −1

)
−−−−−−→ Z2

(
1 1
−1 −1

)
−−−−−−→ Z2 → 0.

(B•) 0→ Z 2−→ Z 0−→ · · · 2−→ Z 0−→ Z 2−→ Z 0−→ Z→ 0.

(C•) 0→ Z4


1 0 −1 0
0 1 0 −1
−1 1 0 0
0 −1 1 0
0 0 −1 1
1 0 0 −1


−−−−−−−−−−−−→ Z6

(
0 0 1 1 1 1
0 0 −1 −1 −1 −1

)
−−−−−−−−−−−−−→ Z2 → 0.

(d) Use Exercise 7.1 part (1) to show that (in general – not just for these examples) the computations in (b) and
(c) may in fact be deduced directly from the computations in (a), without knowledge of the original chain complex.

Exercise 7.3 (Chain homotopy is an equivalence relation.)
Recall that a chain homotopy h : f0 ' f1 between two chain maps f0, f1 : C• → D• is a collection of homomorphisms
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hn : Cn → Dn+1 such that hn−1 ◦ ∂ + ∂′ ◦ hn = f0 − f1.
Suppose that C•, D•, E• are chain complexes, f0, f1, f2 : C• → D• and g0, g1 : D• → E• are chain maps and
h : f0 ' f1, ĥ : f1 → f2 and k : g0 ' g1 are chain homotopies. Show that there are chain homotopies
(a) f0 ' f0,
(b) f1 ' f0,
(c) f0 ' f2,
(d) g0f0 ' g1f1,

given by 0, −h, h+ ĥ and g0h+ kf1 respectively. Conclude that chain homotopy is an equivalence relation and is
preserved by composition.

Exercise 7.4 (Tensor products of chain complexes)
Let K denote a principal ideal domain. For two chain complexes A• and B• over K with boundary operator ∂A

resp. ∂B we define a new complex C• = A• ⊗ B• by setting Cn :=
∑

n=k+lAk ⊗ Bl and defining the boundary
operator ∂⊗ : Cn → Cn−1 by setting (Leibniz-like)

∂⊗(a⊗ b) := ∂A(a)⊗ b + (−1)ka⊗ ∂B(b)

for a generator a ∈ Ak and b ∈ Bl with k + l = n.
(1) Show that this is a chain complex.
(2) Assume An = Bn = 0 for n < 0 and A0 = B0 = K. Can you define chain maps ιA : A• → C• and ιB : B• → C•
and πA : C• → A• and πB : C• → B• such that πA ◦ ιA = id, πB ◦ ιB = id, and πA ◦ ιB = 0 = πB ◦ ιA ?

Figure 1: From Topologie I, by P. Alexandroff and H. Hopf (1935), page 214. What they term Betti groups are
the homology groups with integer coefficients of a space. In the first formula, αr is the number of r-dimensional
simplices of the n-dimensional simplicial complex K (cf. Exercise 7.6 on page 4), whereas, in the second formula, pr

denotes the rank of the r-th homology group Hr(K;Z). (The rank of an abelian group is defined exactly analogously
to the dimension of a vector space.)

Exercise 7.5 (Euler characteristic)
If C• is a bounded chain complex of finite-dimensional vector spaces over a field K, we can define its Euler charac-
teristic by

χ(C•) :=
∑
n

(−1)n dimK(Cn).

Show the following formulae:

(1) χ(C•) =
∑

n(−1)n dimKHn(C•). (Hint: use Exercise 7.1 part (3).)

(2) χ(A• ⊕B•) = χ(A•) + χ(B•).

(3) χ(A• ⊗B•) = χ(A•)χ(B•).

(Comment to (1): This is the famous formula of Euler-Poincaré-Hopf (see Figure 1 above): the Euler characteristic
depends only on the homology. This is true in general, not only over fields, as we will see later.)
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Figure 2: The simplicial complexes from Exercise 7.6 part (4). Note about the 2-simplices in these figures: if an
(innermost) triangle is shaded, then the corresponding 2-simplex is present; otherwise, it is not.
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Exercise 7.6* (Simplicial chain complexes)
Let X be a set of non-empty, finite subsets of some fixed set X0 such that σ ∈ X implies τ ∈ X for any non-empty
subset τ of σ. We denote by Xn all elements σ of X with exactly n+ 1 elements of X0. There is an obvious reason
why we call the elements of X0 vertices, the elements of X1 edges or 1-simplices, those in X2 triangles or 2-simplices
and so on. We assume that X0 is a linearly ordered set; thus any σ ∈ Xn is an ordered set of n+ 1 vertices, which
we number v0 < v1 < . . . < vn from 0 to n. Denote now, for i = 0, 1, . . . , n, by d′i(σ) the set σ with its i-th element
vi removed; this defines functions d′i : Xn → Xn−1 for n > 0.
(1) Show that d′i ◦ d′i = d′i ◦ d′i+1 and for i < j that d′i ◦ d′j = d′j−1 ◦ d′i.
(2) Denote by Cn(X ) the free module over the principal ideal domain K generated by the set Xn. Consider the
homomorphisms di : Cn(X ) → Cn−1(X ) determined by d′i by linear extension. Show that the formulae from (1)
hold also for the di.
(3) If we set ∂ :=

∑n
i=0(−1)idi show that ∂ ◦ ∂ = 0 holds.

(4) In each of the examples depicted in Figure 2 on the previous page, the figure depicts a triangulation of a certain
space. The vertices of the triangulation form the set X0 and a subset σ of X0 belongs to X if and only if there
exists a simplex (in the figures, this means either an edge, a triangle or a vertex) whose vertices are precisely the
vertices corresponding to σ. In each case, write down the chain complex C•(X ) and compute its homology groups
Hn(C•(X )) for all n and its Euler characteristic.
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Prof. Dr. C.-F. Bödigheimer
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Week 8 — Homological algebra and homotopy invariance of homology Due: 21. December 2016

The birth of homology, from Analysis Situs, H. Poincaré (1895).

Exercise 8.1 (The five-lemma.)
Prove the famous five-lemma. Let R be a ring and suppose we have the following diagram of modules over R:

A B C D E

A′ B′ C ′ D′ E′

α β γ δ ε

Assume that this diagram is commutative and that the two horizontal rows of homomorphisms are exact. Moreover,
assume that α is surjective, β and δ are bijective and ε is injective. Prove that γ is bijective.

Application: let φ : B → B′ be a homomorphism of R-modules taking a submodule A ⊆ B to a submodule A′ ⊆ B′,
so that we have restricted and induced homomorphisms φ|A : A→ A′ and φ̄ : B/A→ B′/A′. If φ|A and φ̄ are both
isomorphisms then so is φ.

Exercise 8.2 (Mapping cones and mapping cylinders of chain complexes.)
Let A and B be chain complexes with differential ∂A resp. ∂B and let f : A→ B be a chain map.
(i) Define a new chain complex Cone(f) by Cone(f)n = An−1 ⊕ Bn and setting its differential ∂ : An−1 ⊕ Bn →
An−2 ⊕Bn−1 to be the sum of the four maps

∂A : An−1 → An−2 ∂B : Bn → Bn−1 0: Bn → An−2 (−1)n.fn−1 : An−1 → Bn−1,

1



or as a formula
∂(a, b) := (∂A(a), (−1)n.fn−1(a) + ∂B(b)).

(1) Prove that this is indeed a chain complex.
(2) Construct chain maps B → Cone(f) and Cone(f)→ A[1], where A[1] simply means the chain complex A with
the modified grading A[1]n = An−1, and show that you have constructed a short exact sequence

0→ B −→ Cone(f) −→ A[1]→ 0.

(ii) Now define a chain complex Cyl(f) by Cyl(f)n = An−1 ⊕ Bn ⊕ An with differential ∂ : Cyl(f)n → Cyl(f)n−1
given in block form by the matrix  ∂A 0 0

(−1)n.fn−1 ∂B 0
(−1)n+1.id 0 ∂A

 .

(3) Prove that this is a chain complex.
(4) Construct a chain homotopy equivalence Cyl(f) ' B.

Exercise 8.3 (Cones of continuous maps and dunce caps.)
Let Z be a space with subspace A ⊆ Z and let f : A → Y be a continuous map. Recall (cf. Exercise 5.6) that the
space Z ∪f Y is defined to be the quotient of the disjoint union Z t Y by the smallest equivalence relation ∼ such
that a ∼ f(a) for all a ∈ A.
Now let g : X → Y be a continuous map and define its mapping cylinder to be Cyl(g) = Z∪f Y where Z = X×[0, 1],
A = X × {0} and f is g composed with the obvious identification X × {0} ∼= X. Define its mapping cone to be
Cone(g) = Cyl(g)/∼, where ∼ is the smallest equivalence relation such that (x, 1) ∼ (x′, 1) for all x, x′ ∈ X.

(1) Draw a picture to show what is going on geometrically in these constructions.
(2) Construct an embedding Y → Cone(g) and a projection Cone(g) → ΣX, where ΣX is the suspension of X,
defined to be X × [0, 1]/∼, where ∼ is the smallest equivalence relation such that (x, 1) ∼ (x′, 1) and (x, 0) ∼ (x′, 0)
for all x, x′ ∈ X.
(3) Show that Cyl(g) is homotopy equivalent to Y .
(We will see later in the course that these constructions yield those of the previous exercise after applying the
singular chain functor.)

(4) Now let A ⊆ X be a closed subspace for which there exists an open neighbourhood U ⊇ A that deformation
retracts onto A. Let f, g : A → Y be two continuous maps which are homotopic. Prove that X ∪f Y and X ∪g Y
are homotopy equivalent. Thus the operations Cyl(−) and Cone(−) are homotopy invariant.
(5) Thus show that the following two spaces are contractible:

(Hint: realise each of them as D2 ∪f S1 for some map f : ∂D2 → S1, and consider the degree of this map.)
The left-hand space above is often called the “dunce cap”. There are many generalised dunce caps like the right-
hand space above – each of them is the quotient of a polygon with an odd number of sides, which are all identified
with certain choices of orientations.
(6) Using a similar trick to above, show that the following two spaces each have fundamental group isomorphic to
Z, and draw a generator in each case:
(Note: in the left-hand space on the next page, in addition to the depicted identifications of edges, we also identify
all four (not just two) vertices to a single point.)
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Exercise 8.4 (Mapping tori of chain complexes.)
Let R be a ring, C a chain complex of R-modules and f : C → C be a chain map from C to itself. We can
formally adjoin an invertible indeterminate t to C to obtain a chain complex C̄ of R[t±1]-modules by first setting
C̄n = Cn ⊗R R[t±1] and then defining ∂̄ to be ∂ extended by linearity in t (more formally: ∂̄ = ∂ ⊗ id, where id
is the identity map R[t±1] → R[t±1]). Here, R[t±1] is the ring of Laurent polynomials in t with coefficients in R,
or, equivalently, the group-ring R[Z] of the group Z with coefficients in R. The chain map f extends by linearity
in t to a chain map f̄ : C̄ → C̄. There is also a canonical chain map t : C̄ → C̄ where each tn : C̄n → C̄n is just
multiplication by t. Define:

Torus(f) = Cone(f̄ − t).

(1) Describe this explicitly in terms of the Cn, ∂C and fn.
(2) Suppose that we have a commutative square

C C

D D

f

g

α α

Define a chain map (α, α)] : Torus(f) → Torus(g) and show that your construction satisfies the two functoriality
properties (id, id)] = id and (α, α)] ◦ (α′, α′)] = (α ◦ α′, α ◦ α′)].
(3) Show that, for any chain map f : C → C, the chain map (f, f)] : Torus(f) → Torus(f) induces isomorphisms
on all homology groups.
(Hint: construct a chain homotopy from (f, f)] to the “multiplication by t” chain map from Torus(f) to itself.
Then show that this “multiplication by t” chain map induces isomorphisms on all homology groups and use the
homotopy-invariance property of homology to deduce that the same is true for (f, f)].)
(4) Deduce that, for chain maps f : C → D and g : D → C, the chain complexes Torus(f ◦ g) and Torus(g ◦ f) have
the same homology groups.
(Hint: consider the chain maps (f ◦ g, f ◦ g)] and (g ◦ f, g ◦ f)].)

From Singular homology groups and homotopy groups of finite topological spaces by M. C. McCord (1966). In his
notation, Σ2 is the 6-point space considered in Exercise 8.5(c) on the next page. Thus you have a strong hint as to
what the homology of that space “should” be!
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Exercise 8.5 (Finite topological spaces.)
(a) There are three topological spaces X having exactly two points. In each case, compute the singular chain
complex S•(X) and the homology Hn(X) for all n.
(b) Consider the 4-point topological space {a, b, c, d} whose topology is generated by the base

{a}; {b}; {a, b, c}; {a, b, d}

and calculate its homology.
(c)* Do the same for the 6-point space {a, b, c, d, e, f} whose topology is generated by the base

{a}; {b}; {a, b, c}; {a, b, d}; {a, b, c, d, e}; {a, b, c, d, f}.

(d)* In general, there is a (2n+ 2)-point space {a1, b1, . . . , an+1, bn+1} whose topology is generated by the base

{a1}; {b1}; {a1, b1, a2}; {a1, b1, b2}; . . . . . . ; {a1, b1, . . . , an, bn, an+1}; {a1, b1, . . . , an, bn, bn+1}.

Make a conjecture about its homology, and about which (more familiar!) space it is homotopy equivalent to.
(e)** Prove your conjecture.

Exercise 8.6* (A chain complex of chain maps.)
Let C and D be chain complexes of R-modules. We define a chain map of degree d to be a collection f = {fn}n∈Z
of homomorphisms of R-modules fn : Cn → Dn+d such that ∂Dn+d ◦ fn = fn−1 ◦ ∂Cn for all n. We define a pre-chain
map of degree d to be simply a collection f = {fn}n∈Z of homomorphisms fn : Cn → Dn+d, with no condition.
(1) Show that the set of all pre-chain maps of a fixed degree d forms an R-module, denoted PreChaind(C,D).
(2) Given f = {fn} ∈ PreChaind(C,D), show that the formula

(df)n = ∂Dn+d ◦ fn − (−1)dfn−1 ◦ ∂Cn

defines a pre-chain map df ∈ PreChaind−1(C,D).
(3) Show that ddf = 0, and hence that PreChain•(C,D) is a chain complex.
(4) Prove that there is a natural isomorphism between H0(PreChain•(C,D)) and the set of chain-homotopy-classes
of chain maps (of degree 0) from C to D. (Hint: first note that Z0(PreChain•(C,D)) is naturally isomorphic to the
set of chain maps of degree 0.)
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Week 9 — Long exact homology sequences Due: 11. January 2017

Henry Poincaré and his red-nosed reindeer called Rudolph Homology.

Exercise 9.1 (The connecting homomorphism I)
Let

0 −→ A•
f•−→ B•

g•−→ C• −→ 0

be a short exact sequence of chain complexes over K and denote by ∂∗ : Hn(C•) → Hn−1(A•) the connecting
homomorphism.
(a) ∂∗ is a homomorphism of K-modules.
(b) ∂∗ is natural.

Exercise 9.2 (Induced maps on homology in degree zero.)
Let X be a space and denote by π0(X) the set of path-components of X.

(1) Show that there is an isomorphism H0(X) ∼= Z〈π0(X)〉 :=
⊕

π0(X) Z, the free abelian group generated by the

set π0(X).

(2) Show that any continuous map f : X → Y induces a well-defined function π0(f) : π0(X)→ π0(Y ).

(3) If we identify H0(X) with Z〈π0(X)〉 and H0(Y ) with Z〈π0(Y )〉 as above, then the homomorphisms H0(f) and
Z〈π0(f)〉 are equal.

Exercise 9.3 (Relative homology in degree zero.)
Let A be a subspace of X; we denote by i : A→ X the inclusion and by q : X → X/A the quotient map identifying
A to a point. (What does this mean, when A = ∅ ?). For the sets of path-components we have induced functions
π0(i) : π0(A)→ π0(X) and π0(q) : π0(X)→ π0(X/A).

(1) Show that the relative homology group H0(X,A) is isomorphic to Z〈π0(X/A)〉/Z〈[A/A]〉, where [A/A] denotes
the path-component of X/A containing the point A/A. [Retrospective correction: this is not true for arbitrary
pairs (X,A); one needs some extra hypothesis. Assuming that X is locally path-connected suffices, for example.]

(2) When A is non-empty, show that H0(q) : H0(X) → H0(X,A) is surjective and that H0(X,A) is isomorphic to

1



the quotient module H0(X)/im(H0(i)).

(3) Describe H1(X,A) and the connecting homomorphism ∂∗ : H1(X,A)→ H0(A).

Exercise 9.4 (Torus with one boundary curve.)
Let X be a torus with one boundary curve, as shown in the figure. We denote by A the boundary curve, by
i : A → X the inclusion of spaces, by S•(i) : S•(A) → S•(X) the inclusion of singular chain complexes, and by
q• : S•(X)→ S•(X,A) = S•(X)/S•(A) the quotient homomorphism of singular chain complexes; thus we have the
short exact sequence of chain complexes

0→ S•(A)
S•(i)−−−→ S•(X)

q•−→ S•(X,A)→ 0

leading to a long exact sequence of homology groups:

. . .→ H2(A)
i∗−→ H2(X)

q∗−→ H2(X,A)
∂∗−→ H1(A)

i∗−→ H1(X)
q∗−→ H1(X,A)

∂∗−→ H0(A)
i∗−→ H0(X)

q∗−→ H0(X,A) −→ 0

(1) Compute all homology groups in degrees 0 and 1 and all homomorphisms between them.
(2) Show that H2(X,A) contains at least a summand which is isomorphic to Z and generated by the relative cycle
D = −D1 +D2 +D3 +D4 +D5 −D6.
(3) Compute for the connecting homomorphism ∂∗([D]) = [c1 + c2].

A torus, written as a square with dark edges a and b identified. Some singular 1- and 2-simplices, used in Exercise
9.4, are shown.
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Exercise 9.5 (Calculating with long exact sequences of abelian groups.)

(1) Show that, if 0→ A
α−→ B

β−→ C
γ−→ D → 0 is an exact sequence, then we also have exact sequences:

(a) 0→ B/α(A)
β̄−→ C

γ−→ D → 0 and

(b) 0→ A
α−→ B

β−→ image(β)→ 0.

(2) More generally, if we have an exact sequence · · · → A
e−→ B

f−→ C
g−→ D

h−→ E → · · · , then we may “localise” it
at C, meaning that there is a short exact sequence:

0→ coker(e)
f̄−→ C

g−→ ker(h)→ 0,

where coker(e) means B/e(A).
(3) Show that, if 0→ A→ B → Zk → 0 is exact, then B is isomorphic to Zk ⊕A.
(Hint: start by constructing a homomorphism Zk → B, which is a right-inverse for the given homomorphism
B → Zk.)
(4) Give an example of a short exact sequence 0 → A → B → Z/kZ (for any k 6= −1, 0,+1) for which B is not
isomorphic to A⊕ Z/kZ.

Exercise 9.6* (Connecting homomorphisms II)
Assume we have a short exact sequence

(∗) 0→ A•
α•−−→ B•

β•−→ C• → 0

of free chain complexes; we know that Bn ∼= An⊕Cn, since Cn is free. But the boundary operator ∂B : Bn → Bn−1

may not be the direct sum of ∂A und ∂C , i.e., not of diagonal block form; but it must have the form

∂B =

(
∂A ϕn
0 ∂C

)
for some family of homomorphisms ϕn : Cn → An−1.
(1) Which condition must this family satisfy, such that ∂B ◦ ∂B = 0 ?
(2) Compute the connecting homomorphism in the long exact homology sequence of (*).
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Week 10 — Excision and mapping tori Due: 18. January 2017

Exercise 10.1 (Reduction Lemma.)
Let A• be a subcomplex of a chain complex B• and assume the following two hypotheses:
(R1) Each cycle b ∈ B• is homologous (in B•) to a cycle in A•.
(R2) If two cycles a, a′ in A• are homologous in B•, then they are homologous in A•.
Prove that the inclusion ι• : A• → B• induces an isomorphism ι∗ : Hn(A•)→ Hn(B•).

In addition show that (R1) and (R2) follow from:
(R3) Each chain in B• is homologous (in B•) to a chain in A•.

Exercise 10.2 (Transformators.)
A transformator is a natural self-transformation τ• of the functor S• with τ0 = id. Spelled out in detail this is, for
each space X and each n ≥ 0, a homomorphism τXn : Sn(X)→ Sn(X) such that

(1) τX0 = idS0(X),

(2) ∂ ◦ τXn = τXn−1 ◦ ∂,

(3) Sn(f) ◦ τXn = τYn ◦ Sn(f) for any map f : X → Y .

Examples:
(i) τXn = idSn(X) is a trivial example.
(ii) The composition of two transformators is a transformator.
(iii) The barycentric subdivision τ = B (as defined in the lectures) is the fundamental example.
(iv) If ωn : ∆n → ∆n is the affine homeomorphism permuting the vertices e0, e1, . . . , en of ∆n like ωn(ei) = en−i,
then τXn (a) := ε(n).a◦ωn for a simplex a : ∆n → X, where the sign ε(n) is −1 when n ≡ 1, 2 mod 4 and is +1 when
n ≡ 0, 3 mod 4, defines a transformator.

Prove the following:
(a) If τ• is a transformator, then its image Sτ• (X) := im(τX• : S•(X) → S•(X)) defines a subcomplex of S•(X),
which satisfies the two hypotheses (R1) and (R2) of the Reduction Lemma (Exercise 10.1).
(b) τX• induces the identity in homology, since there is a natural chain homotopy between τX• and the identity.
(c)* (A generalisation of part (a).) If Λn : Bn(X) → N is a family of functions from the basis Bn(X) of Sn(X),
denote by SΛ

n (X) the subgroup of Sn(X) generated by the elements τk(a) for all a ∈ Bn(X) and all k ≥ Λn(a).
Assume that the functions satisfy the following property: whenever a ∈ Bn(X) and b is a basis element in ∂(a), we
have Λn(a) ≥ Λn−1(b). Then SΛ

• (X) is a subcomplex of S•(X) satisfying (R1) and (R2) of the Reduction Lemma.
(Cf. the preparation for the Excision Theorem.)

Exercise 10.3 (Local homology.)
For a space X and a point x ∈ X, the local homology groups of X at x are by definition the relative homology
groups Hn(X,X − {x}), in other words, the homology groups of the quotient chain complex S•(X)/S•(X − {x}).
The name local comes from the following property of these groups:
(1) Let U be an open neighbourhood of x in X. Assume that the one-point subspace {x} is closed in X (for example,
this is always true if X is Hausdorff). Using the Excision Theorem, show that there are isomorphisms

Hn(X,X − {x}) ∼= Hn(U,U − {x}).

Thus the local homology of a space X at a point depends only on its topology arbitrarily close to that point.
(2) If F is a surface, show that for any point x ∈ F the relative homology Hn(F, F − {x}) is trivial for n 6= 2 and
isomorphic to Z for n = 2. There are three steps:
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From: A. Fomenko, D. Fuchs, Homotopical Topology.

(i) Hn(F, F − {x}) ∼= Hn(D2,D2 − {0})
(ii) Hn(D2,D2 − {0}) ∼= Hn(D2, ∂D2)
(iii) Hn(D2, ∂D2) is isomorphic to Hn−1(S1) for n ≥ 2 and is zero for n = 0, 1. (cf. Exercise 9.3)
(You may assume the fact that the homology Hn(S1) of S1 is isomorphic to Z for n = 0, 1 and is trivial for n ≥ 2.)
(3)* If F is a surface with boundary and x is a point on the boundary ∂F , show that the relative homology groups
Hn(F, F − {x}) are all trivial, including for n = 2.

Exercise 10.4 (Quotient Theorem : Relative homology and collapsing a subspace to a point.)
Let X be a space and let C ⊆ U ⊆ X be subspaces, where C is closed in X and U is open in X.
(1) Using inclusions and (restrictions of) the quotient map X → X/C that collapses C to a point, construct a
commutative diagram of pairs of spaces as follows:

(X − C,U − C) (X,U)

(X/C − C/C,U/C − C/C) (X/C,U/C)

α

β

γ δ (�)

(2) Show that, for any subspace A ⊆ X−C, the restriction to A of the quotient map X → X/C is a homeomorphism
onto its image.
(3) The quotient map X → X/C induces a map of long exact sequences from the long exact sequence associated to
the pair (X − C,U − C) to the long exact sequence associated to the pair (X/C − C/C,U/C − C/C).
(4) Using the five-lemma (cf. Exercise 8.1), show that the map γ in (�) induces isomorphisms on homology.
(5) Applying excision to the maps α and β, show that H∗(X,U) is isomorphic to H∗(X/C,U/C) via δ∗.
(6)* Now assume that U deformation retracts onto C. Show that U/C deformation retracts onto the point C/C.
(7)* Under the same assumption, use the long exact sequences associated to the pairs (X,U) and (X/C,U/C) to
show that

H∗(X/C,C/C) ∼= H∗(X/C,U/C) ∼= H∗(X,U) ∼= H∗(X,C).

So the relative homology of the pair (X,C) is isomorphic to the homology of the quotient space X/C relative to a
point.

Exercise 10.5 (Homology of mapping tori.)
Given a continuous map f : X → X, the mapping torus T (f) of f is defined to be the quotient space X × [0, 1]/∼,
where ∼ is the equivalence relation generated by the relations (x, 0) ∼ (f(x), 1) for all x ∈ X.
(a) Using Exercise 8.3, explain why f ' f ′ implies that T (f) ' T (f ′).
In Exercise 10.6* you will (optionally) construct the associated long exact sequence, which is of the form

· · ·Hi+1(T (f))→ Hi(X)→ Hi(X)→ Hi(T (f))→ Hi−1(X)→ · · · , (?)

where the map Hi(X) → Hi(X) is defined by Hi(f) − id. Explain why this is the zero map for i = 0 when X is
path-connected.
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(b) Now take X = S1 and let f be a self-map of degree d 6= 1. Using the long exact sequence (?) and the techniques
from Exercise 9.5, together with the fact (which you may assume) that Hi(S1) ∼= Z for i = 0, 1 and Hi(S1) = 0 for
i 6= 0, 1, compute the homology of the mapping torus T (f).
Also show that T (f) is homotopy equivalent to the Klein bottle when d = −1 and to S1 when d = 0. (In fact, for
any space X, if f is nullhomotopic, then T (f) is homotopy equivalent to S1.)
(c) Now let X be any space and take f to be the identity X → X. Show that the homology of T (f) is related to
that of X via short exact sequences 0→ Hi(X)→ Hi(T (f))→ Hi−1(X)→ 0. Therefore, if the homology of X is
free abelian in each degree, we have isomorphisms Hi(T (f)) ∼= Hi(X)⊕Hi−1(X). As a special case, we obtain the
homology of the torus S1 × S1.
(d)* (The homology of some 3-manifolds.) If X is a (smooth) surface and f : X → X is a homeomorphism (resp.
diffeomorphism) then T (f) is a (smooth) 3-manifold. In this part we take X to be the genus-2 surface F2.
(i) First suppose that f is a Dehn twist. Recall (cf. Exercise 6.2) that, if one chooses the generators of H1(F2) ∼= Z4

in an appropriate way, the induced homomorphism H1(f) is the elementary matrix
1 1 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .

You may assume the following facts: H2(F2) ∼= Z and Hi(F2) = 0 for i > 3. Moreover, any self-homeomorphism
of F2 which is the identity on some open subset induces the identity homomorphism on H2(F2). Compute the
homology of the mapping torus T (f).
(ii) Now suppose that F2 is embedded into R3 in such a way that it is symmetric with respect to reflection in a
plane P that cuts it into two punctured tori, and let f : F2 → F2 be the self-homeomorphism induced by reflection
in P . Show (by a picture) that one may choose generators for H1(F2) in such a way that H1(f) is given by the
permutation matrix 

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0


with respect to these generators. Calculate the homology of T (f) in this case. (You may use the fact that, in this
case, f acts on H2(F2) by multiplication by −1.)

Exercise 10.6* (The long exact sequence associated to a mapping torus.)
Recall the definition of the mapping torus T (f) of a map f : X → X from Exercise 10.5, and let q : X× [0, 1]→ T (f)
denote the quotient map.
(1) Show that the image of X × {0, 1} under q is a subspace of T (f) homeomorphic to X. Moreover, if we identify
X × {0, 1} with X tX and q(X × {0, 1}) with X, then the restriction of q to X × {0, 1} is f t id.
(2) We therefore have a map of pairs of topological spaces of the form (X × [0, 1], X × {0, 1}) → (T (f), X). Each
pair of spaces has an associated long exact sequence of homology groups; draw a diagram of the map of long exact
sequences induced by the map of pairs.
(3) The desired long exact sequence (?) is very similar to the long exact sequence associated to the pair (T (f), X).
To derive (?) from this sequence, you just need to explain why the terms Hi(T (f), X) = Hi(C•(T (f))/C•(X))
that appear in the long exact sequence for the pair (T (f), X) can be replaced by Hi−1(X), and why the map
Hi(X)→ Hi(X) after doing this replacement is given by Hi(f)− id. Do this using the following steps:
(a) The map Hi(X × {0, 1})→ Hi(X × [0, 1]) in your diagram is surjective (for every i).
(b) The map Hi+1(X × [0, 1], X ×{0, 1})→ Hi(X ×{0, 1}) is an isomorphism onto a subgroup which is isomorphic
to Hi(X).
(c) The map Hi(X × [0, 1], X × {0, 1}) → Hi(T (f), X) is an isomorphism. (Hint: each pair of spaces has the
property that the subspace has a neighbourhood in the larger space that deformation retracts onto it.)
(d) Thus there is an isomorphism Hi(X) ∼= Hi+1(T (f), X). Using commutativity of your diagram, and part (1), it
follows that the map Hi(X) ∼= Hi+1(T (f), X)→ Hi(X) is given by Hi(f)−Hi(idX) = Hi(f)− idHi(X).
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For those who missed Christmas completely: an origami from FAZ 21.12.2016.
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Aufgaben zur Topologie

Prof. Dr. C.-F. Bödigheimer
Wintersemester 2016/17

Week 11 — Mayer-Vietoris sequence, reduced homology, mapping degree Due: 25. January 2017

Exercise 11.1 (Spaces with finite type homology; homological dimension.)
The homology of a space X is called of finite type if there exists an integer N ≥ 0 such that
(F1) Hn(X) = 0 for n > N ,
(F2) Hn(X) is finitely generated for 0 ≤ n ≤ N .

(1) Show, for a space X = X1 ∪ X2, that if X1 and X2 are open subspaces of X having homology of finite type,
and the homology of X1 ∩X2 is also of finite type, then so is the homology of X.

The smallest integer N such that (F1) holds is called the homological dimension dimhom(X) of X.
(2) Using the proof of part (1), give an upper bound for dimhom(X) in terms of dimhom(X1), dimhom(X2) and
dimhom(X1 ∩X2).

Exercise 11.2 (Reduced homology and augmentation.)

Recall that the reduced homology of a space X is defined as H̃n(X) = ker
(
e∗ : Hn(X) → Hn(P )

)
, where P is

a one-point space and e : X → P the obvious map. Consider the singular chain complex S•(X) of X and the
augmentation homomorphism

ε : S0(X) −→ Z ε
(∑

i

λixi

)
=
∑
i

λi,

where we wrote, instead of a 0-simplex ai : ∆0 → X with ai(e0) = xi, just the value xi. We call

Saug
• (X) : 0← Z ε←− S0(X)

∂←− S1(X)
∂←− · · ·

with Saug
−1 (X) = Z the augmented singular chain complex of X.

(1) Show that ε ◦ ∂ = 0. So one may regard Saug
• (X) as a chain complex with one negatively indexed chain group.

(2) There is a chain map E• : Saug
• (X)→ S•(X) with En = id for n ≥ 0 and E−1 = 0:

0 Z S0(X) S1(X) · · ·

0 0 S0(X) S1(X) · · ·

ε ∂

∂

= =

(3) The chain map E• induces homomorphisms

E∗ : Hn(Saug
• (X)) −→ Hn(S•(X))

for each n. Show that E∗ is injective for n ≥ 0, an isomorphism for n ≥ 1 and H−1(Saug
• (X)) = 0 for non-empty X.

Hint : Regard ε as a chain map

0 S0(X) S1(X) S2(X) · · ·

0 Z 0 0 · · ·

∂ ∂

ε

(4)* Let A• be any chain complex and “split” it into a negative part (A−
n = An−1 for n ≤ 0 and A−

n = 0 for n > 0)
and a non-negative part (A+

n = 0 for n < 0 and A+
n = An for n ≥ 0). We have a chain map D• : A+

• → A−
• as

follows (where A• is “bent”):
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· · · 0 0 A0 A1 A2 · · ·

· · · A−3 A−2 A−1 0 0 · · ·

∂ ∂ ∂

∂ ∂ ∂

∂

with Dn = 0 for n 6= 0 and D0 = ∂ : A0 → A−1. Thus we have induced homomorphisms

D∗ : Hn(A+
• ) −→ Hn(A−

• ).

(a) Hn(A+
• ) = 0 for n < 0

(b) Hn(A+
• ) = Hn(A•) for n ≥ 1

(c) Hn(A−
• ) = 0 for n > 0

(d) Hn(A−
• ) = Hn−1(A•) for n ≤ −1

(e) H0(A•) ∼= ker
(
D∗ : H0(A+

• )→ H0(A−
• )
)

(f) H−1(A•) ∼= coker
(
D∗ : H0(A+

• )→ H0(A−
• )
)

What if we “bend” A• several times?

Exercise 11.3 (Moore spaces.)
(a) Let f : X → Y be a continuous map. Recall from Exercise 8.3 the definition of the cone of f , denoted Cone(f),
and that there is an embedding Y ↪→ Cone(f) of Y as a closed subspace of Cone(f).
(b) Show that the image of Y under this embedding has an open neighbourhood that deformation retracts onto
it. Therefore use the long exact sequence for the pair (Cone(f), Y ) and Exercise 10.4 (the Quotient Theorem) to
construct a long exact sequence of the form:

· · · → Hn(Y )→ Hn(Cone(f))→ H̃n(ΣX)→ Hn−1(Y )→ Hn−1(Cone(f))→ · · · .

(c) Use the Suspension Isomorphism, and analyse the above sequence carefully in degree zero, to show that we have
a long exact sequence of the form

· · · → H̃n(Y )→ H̃n(Cone(f))→ H̃n−1(X)→ H̃n−1(Y )→ H̃n−1(Cone(f))→ · · · ,

where the map H̃n−1(X)→ H̃n−1(Y ) in the sequence is the one induced by f .
(d) Apply this sequence to a map fn,k : Sn → Sn of degree k, where n > 0 and k 6= 0, to show that Hi(Cone(fn,k))
is isomorphic to Z/kZ for i = n and is zero for i 6= n.

(e) Now let n > 0 and let A be any finitely generated abelian group. Construct a space Y such that H̃n(Y ) ∼= A

and H̃i(Y ) = 0 for i 6= n. Such a space is called a Moore space for the pair (A,n).
(Hint : look at Exercise 11.5 part (1) below.)
In fact a similar construction works for any (not necessarily finitely generated) abelian group A.
(f) Now let (A0, A1, A2, . . .) be any sequence of finitely generated abelian groups with A0 free. Construct a space
Y such that Hi(Y ) ∼= Ai for all i ≥ 0.

Exercise 11.4 (The degree of a rotation.)
Let A ∈ O(n+ 1). The restriction f = A|Sn of A : Rn+1 → Rn+1 to the unit sphere Sn ⊂ Rn+1 is a self-map of Sn,
and therefore has a degree, defined as in the lectures to be the unique integer deg(f) such that f∗(x) = deg(f).x
where x is any non-zero element of Hn(Sn) ∼= Z. (We assume that n > 0 in this exercise.)
(1) Explain why f = A|Sn must have degree either +1 or −1.
(2) Show that, in fact, deg(A|Sn) = det(A).
(Hint : first construct an explicit singular n-cycle on Sn representing a non-zero element of Hn(Sn).)
(3) In particular, if A is a reflection in a k-dimensional subspace in Rn+1, deg(A|Sn) = (−1)n−k+1.

Exercise 11.5 (Applications of Mayer-Vietoris.)
(1) Show that for a wedge of spaces X ∨ Y we have Hn(X ∨ Y ) ∼= Hn(X) ⊕Hn(Y ) for n > 0. What happens in
degree zero? Thus compute the homology of S1 ∨ S1 ∨ S2.
(2) Decompose S1 × S1 into two open subsets, each homeomorphic to the open annulus S1 × (0, 1), such that their
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intersection is the disjoint union of two open annuli (see the figure on the next page). Using the Mayer-Vietoris
sequence for this decomposition, compute the homology of S1 × S1. (Cf. your answer to Exercise 10.5(c).)
(3) Note that these two spaces have isomorphic homology in each degree. Explain (using π1) why, nevertheless,
they are not homotopy equivalent spaces.
(4) Describe the universal coverings of S1 × S1 and of S1 ∨ S1 ∨ S2 and compute the homology groups of each.
(5)* Let Y be the torus S1 × S1 and let Z be the Möbius band, with A ⊂ Z its boundary. Let φ : A ∼= S1 be a
parametrisation of A. Define an embedding g : A ↪→ Y by g(a) = (φ(a), 1), where 1 ∈ S1 is the basepoint. Let
X = Z ∪g Y , as defined in Exercise 8.3. Using an open cover by “small” open neighbourhoods of Y ⊂ X and
Z ⊂ X, compute the homology of X in all degrees.
(6)* Repeat the previous exercise, but instead of the embedding g, use the embedding hk : A ↪→ Y defined by
hk(a) = (φ(a), φ(a)k), where k is a fixed integer. (Note that h0 = g.) Compute the homology of Xk = Z ∪hk

Y .

The decomposition of the torus in Exercise 11.5(2).

Exercise 11.6* (The Brouwer Fixed Point Theorem and PageRank.)
(a) Let n be a positive integer and let f : Dn → Dn be a self-map of the n-dimensional disc. Show that f has a
fixed point.
(Hint : the one-dimensional case can be proved using the Intermediate Value Theorem. You have already seen a
proof of the two-dimensional case, using π1. The proof for n > 2 is very similar, using homology instead.)
(b) So any self-map of a space homeomorphic to Dn has (at least) one fixed point.
(c) (Theorem of Perron-Frobenius) Let A be a real n× n matrix. If all of its entries are non-negative, then it has a
non-negative eigenvalue and a corresponding eigenvector all of whose entries are non-negative. Prove this statement
in two cases: if there is a non-zero vector x with non-negative entries such that Ax = 0 then we are done; otherwise
consider the self-map f of ∆n−1 ⊆ Rn defined by

f(x) = y
y1+···+yn for y = (y1, . . . , yn) = Ax.

(First explain why this is well-defined.)
(d) (Stronger version for column-sum-one matrices.) Suppose that A has the property that the sum of the entries
in each column is 1. Using similar methods to part (c), show that, in this case, we can take the eigenvector to lie
in ∆n−1 and the eigenvalue to be equal to 1.
(e) (Solution to the PageRank problem.) Let G be a directed graph with a vertex for every webpage and an edge
from w1 to w2 if the webpage w1 contains a link to the webpage w2. We want to extract from this a measure of
the relative “importance” of each webpage. This will assign to each webpage w a non-negative real number a(w),
such that the sum of a(w) over all webpages w is 1. In other words, a is a point on the (n− 1)-simplex ∆n−1 ⊆ Rn,
where n is the number of webpages on the internet.
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The first idea is to simply set a(w) equal to the number of other webpages that link to w, and then normalise so that
the sum is equal to 1. But then webpages that link to millions of other webpages would have a disproportionate
influence on the results compared to those with relatively few links. So to make the measure more democratic, we
say that each webpage has one “vote”, which it distributes to other webpages by linking to them: if it links to 5
other webpages, each of those webpages earns 1

5 of its vote. Then a(w) is equal to the total number of votes received
by w from other websites – again we have to normalise this. The final version of the idea is to give a higher weight
to the votes from websites that are themselves more “important” according to the measure a. This sounds circular,
but what it means is just that, instead of a direct definition of the vector a ∈ ∆n−1 ⊆ Rn, we have a system of
linear equations that it must satisfy. Namely:

a(wi) =

n∑
j=1

A(i, j).a(wj),

where A(i, j) = 0 if there is no edge wj → wi and A(i, j) = 1
k if there is an edge wj → wi and k is the total number

of edges leaving the vertex wj (i.e., the total number of distinct links on the webpage wj). If we let A be the matrix
whose (i, j)th entry is A(i, j), then these equations are equivalent to:

a = Aa.

The PageRank problem is to find such a vector a ∈ ∆n−1 ⊆ Rn. This gives us our measure of the relative
“importance” of each webpage, and (ignoring the issue that some entries of the vector a might be equal!) we may
use this to rank all webpages by importance.
To do: show that the PageRank problem has a solution.
(f) (Uniqueness of the solution in a strongly connected internet.) Let us make the unreasonable assumption that
the internet is strongly connected: for any pair of webpages (w1, w2) there exists a sequence of links taking you
from w1 to w2. Prove that the vector a ∈ ∆n−1 such that a = Aa is unique in this case.
(Hint : Do this by contradiction. Non-uniqueness of this solution means that the 1-eigenspace of A intersects ∆n−1

in more than one point, so it must have dimension at least 2. But then it must also intersect the boundary of ∆n−1,
so there exists a solution a such that a(wi) = 0 for some website wi. Show that this implies that a(wj) = 0 for
every website wj that links to wi.)
(g)** What happens for a less well-connected internet?

From the introduction to the book Lineare Algebra by J. Liesen and V. Mehrmann. Note that this 4-page internet
is strongly connected (cf. part (f) above), so there is a unique solution to the PageRank problem in this case. Can
you compute it?
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Aufgaben zur Topologie

Prof. Dr. C.-F. Bödigheimer
Wintersemester 2016/17

Week 12 — Suspensions, coefficient rings, (co)invariants, surgery. Due: 1. February 2017

Exercise 12.1 (Sums of maps.)
Let Σ̃X denote the reduced suspension ΣX/Σx0 of a based space X with x0 the basepoint; and denote by

∇ : Σ̃X −→ Σ̃X ∨ Σ̃X

the so-called co-multiplication defined by

∇([x, t]) =

{
[x, 2t] in the left summand, if 0 6 t 6 1

2 ,

[x, 2t− 1] in the right summand, if 1
2 6 t 6 1.

Here we denote the points of Σ̃X = X × [0, 1]/A with A = (X × {0, 1}) ∪ ({x0} × [0, 1]) by [x, t], using their
X-coordinate and their height t in the double cone. We denote by pi : Σ̃X ∨ Σ̃X → Σ̃X for i = 1, 2 the projection
onto the left resp. right summand, which collapses the other summand to a point. And by ιi : Σ̃X → Σ̃X ∨ Σ̃X we
denote the inclusions of the left resp. right summand.

(1) Show that pi ◦ ∇ ' idΣ̃X for i = 1, 2.

(2) Show that (a, b) 7→ ι1∗(a) + ι2∗(b) is an isomorphism Φ: Hn(Σ̃X)⊕Hn(Σ̃X)→ Hn(Σ̃X ∨ Σ̃X), for n > 0.

(3) Conclude that the homomorphism Φ−1 ◦ ∇∗ : Hn(Σ̃X)→ Hn(Σ̃X)⊕Hn(Σ̃X) is the diagonal.

Now we write the n-sphere Sn = ΣSn−1 (for n ≥ 1) as a suspension of Sn−1. For two based maps f, g : Sn → Sn we
declare their sum f + g : Sn → Sn by f + g := F ◦ (f ∨ g) ◦ ∇, where F: Σ̃X ∨ Σ̃X → Σ̃X is the folding map.

(4) Prove the formula:
deg(f + g) = deg(f) + deg(g).

(5)* More generally, prove that (f + g)∗ = f∗ + g∗ : Hn(Σ̃X)→ Hn(Σ̃X).

Exercise 12.2 (An application of mapping degree: fixed and antipodal points of self-maps of spheres.)
Let n > 1 and let f : Sn → Sn be a self-map of the n-sphere.
(a) If n is even, show that f must have either a fixed point or an antipodal point (x ∈ Sn such that f(x) = −x).
(b) More generally, if n is even, any two self-maps f, g of Sn must have either an incidence point (x ∈ Sn such that
f(x) = g(x)) or an opposite point (x ∈ Sn such that f(x) = −g(x)), unless they both have degree 0.
(c) For n odd, give an example of a self-map f : Sn → Sn with no fixed point and no antipodal point.
(d) More generally, given a self-map f : Sn → Sn, construct (when n is odd) another self-map g : Sn → Sn such that
f and g have no incidence points and no opposite points.

Exercise 12.3 (Coefficient rings.)
Let Z be the space D2×{0, 1}, i.e., the disjoint union of two closed 2-discs, and let A ⊂ Z be its boundary S1×{0, 1}.
Let Y = S1 and consider a map f : A→ Y that sends S1 × {0} to Y by a map of degree m and sends S1 × {1} to
Y by a map of degree n. See the figure on the next page.
(a) Using the Mayer-Vietoris sequence for an appropriate open covering of X = Z ∪f Y , show that there is an exact
sequence

0→ H2(X)→ Z2 φ−→ Z→ H1(X)→ 0,

where φ is given by the matrix (m n), and hence that H2(X) ∼= Z (unless m = n = 0, in which case H2(X) ∼= Z2)
and H1(X) ∼= Z/hZ, where h = gcd(m,n) is the greatest common divisor of m and n if they are both non-zero,
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and is max(|m|, |n|) otherwise.
(b) What happens when we compute homology not with Z coefficients, but rather with R coefficients, where
(i) R = Q,
(ii) R = Fp, for a prime p,
(iii) R = Z[ 1

p ], for a prime p, where Z[ 1
p ] = {ab ∈ Q | a and b are coprime and b = pc for some integer c > 0}?

(c)* Now take Y ′ = S1 ∨ S1 and consider a map g : A→ Y ′ that sends S1 × {0} to Y ′ as a loop that winds 3 times
around the left-hand circle of the “figure-of-eight” and twice around the right-hand circle, and sends S1×{1} to Y ′

as a loop that winds 5 times around the left-hand circle and 7 times around the right-hand circle. Let X ′ = Z∪g Y ′.
Similarly to part (a), show that there is an exact sequence

0→ H2(X ′)→ Z2 ψ−→ Z2 → H1(X ′)→ 0,

where ψ is given by the matrix
(

3 5
2 7

)
, and hence that H2(X ′) = 0 and H1(X ′) ∼= Z/11Z.

(d)* What happens if we change the ring of coefficients as in part (b)?

The attaching map f for the space X = Z ∪f Y in Exercise 12.3(a).

Exercise 12.4 (Invariants and coinvariants.)
Let X be a space with an action of a group G. We write XG for the subspace of X consisting of all fixed points
under the action (the invariants) and X/G for the quotient space {x.G | x ∈ X} (the orbit space).
Fix a commutative ring R with unit. If M is an R-module with a G-action by R-linear automorphisms, we define
the invariants MG, as above, to be the submodule of all elements that are fixed under the action. The module of
coinvariants MG is the quotient of M by the submodule generated by the set {m−m.g | m ∈M, g ∈ G}.
(a) If X is a space with a G-action, then M = Hn(X;R) is an R-module with a G-action. There are inclusion and
quotient maps XG ↪→ X � X/G and also MG ↪→ M � MG. Complete the following commutative diagram by
defining the dotted arrows:

Hi(X
G) Hi(X)G

Hi(X)

Hi(X)G Hi(X/G)

fi gi

(b) Take R = Z and let X = Sn (n > 2) with G = Z/2Z acting by a reflection. Show that
(i) gi is an isomorphism for i < n, but gn is not injective;
(ii) fn−1 is also not injective.

(c) Now consider the same set-up, except that G = Z/2Z acts by the antipodal map instead. Show that
(i) f0 is not surjective;
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(ii) fn is an isomorphism if and only if n is even; whereas gn is injective but not surjective for n odd and is surjective
but not injective for n even;
(iii) in degrees 0 < i < n we have: gi is an isomorphism if and only if i is even.

(d) In part (c), replace R = Z with R = Q or R = Fp for an odd prime p. Now gi is an isomorphism for all i.

Exercise 12.5 (Surgery on a manifold.)
Recall that an n-dimensional topological manifold is a Hausdorff space which is locally homeomorphic to Rn. A
framed embedded sphere S in M of dimension m is an embedding S : Sm × Dn−m ↪→ M . Write S∂ to denote the
restriction of S to Sm × ∂Dn−m = Sm × Sn−m−1 = ∂Dm+1 × Sn−m−1. We then define

M(S) =
(
Dm+1 × Sn−m−1

)
∪S∂

M◦, where M◦ = M − S(Sm × D̊n−m),

and call this the result of surgery on M along S. For example, the result of surgery along a framed embedded
1-sphere in a surface look like the following:

(a) Draw a sketch to show why this is again a manifold.
(b) Explain why we have a diagram of the form

Hi+1(M(S),M◦)

Hi+1(M,M◦) Hi(M◦) Hi(M) Hi(M,M◦)

Hi(M(S))

Hi(M(S),M◦)

(1)

with one exact row and one exact column. To relate Hi(M(S)) to Hi(M), it is important to understand the relative
homology groups appearing in (1).
(c) Using Excision, show that

Hi(M,M◦) ∼= Hi(Sm × Dn−m,Sm × Sn−m−1)

Hi(M(S),M◦) ∼= Hi(Dm+1 × Sn−m−1,Sm × Sn−m−1).

(d) Explain why the inclusion map Sa × Sb ↪→ Sa × Db+1 induces surjections on homology in every degree.
(Hint : Apart from degree 0, it is enough to show that a certain homology class in H∗(Sa × Db+1) is in the image.)
(e) You may from now on assume the following fact:

H̃i(Sa × Sb) ∼= Zδi,a ⊕ Zδi,b ⊕ Zδi,(a+b) ,

where δi,j is the Kronecker delta function: δi,i = 1 and δi,j = 0 for i 6= j.
(If you like, try to prove this inductively using the Mayer-Vietoris sequence. Find an open cover {U, V } of Sa × Sb
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such that U ' V ' Sa and U ∩ V ' Sa × Sb−1. For the base case, note that Sa × S0 = Sa t Sa.)
(f) Using parts (c)–(e), compute:

Hi(M,M◦) ∼=


Z2 i = n and m = 0

Z (i = n or i = n−m) and m 6= 0

0 otherwise

Hi(M(S),M◦) ∼=


Z2 i = n and m = n− 1

Z (i = n or i = m+ 1) and m 6= n− 1

0 otherwise

(g) Assume that n > 1 and m 6 n
2 . Use these calculations and (1) to show that in degrees i 6 m− 2,

Hi(M(S)) ∼= Hi(M).

(h)* Now we consider a more specific example. Let M be a 7-manifold and let S : S4 × D3 ↪→ M be a framed
embedded 4-sphere. Show that

H4(M(S)) ∼= H4(M)/〈[c]〉,
where [c] is the image under S∗ of a generator of H4(S4 × D3) ∼= Z.

Exercise 12.6* (H-spaces and co-H-spaces.)
A based space C is called a co-H-space, if there is a map ∇ : C → C ∨ C such that

pi ◦ ∇ ' idC for i = 1, 2

where p1 and p2 are the projections onto the first resp. second summand, which collapse the other summand to a
point. One calls C co-associative, if

(∇∨ idC) ◦ ∇ ' (idC ∨∇) ◦ ∇.
Example: the reduced suspension C = Σ̃X of a based space X is a co-associative co-H-space.

By ιi : C → C ∨ C for i = 1, 2 we will denote the inclusions of the left resp. right summand. With the same proof
as in Exercise 12.1 we see that (a, b) 7→ ι1∗(a)+ι2∗(b) is an isomorphism Φ: Hn(C)⊕Hn(C)→ Hn(C∨C), for n > 0.

(1) Show that Φ−1 ◦ ∇∗ : Hn(C)→ Hn(C)⊕Hn(C) is the diagonal map.

For any two based maps f, g : C → C we can define their sum by f + g := F ◦ (f ∨ g) ◦ ∇, where F : C ∨C → C is
the folding map.

(2) We have (f + g)∗ = f∗ + g∗ : Hn(C)→ Hn(C).

A based space M is called an H-space, if there is a map µ : M ×M →M , such that

µ ◦ ιi ' idM for i = 1, 2,

where ι1 : M →M ×M sends m to (m,m0), where m0 is the basepoint of M , and similarly ι2 sends m to (m0,m).
One calls M associative, if

µ ◦ (idM × µ) ' µ ◦ (µ× idM ).

Example: A topological group, in particular a Lie group, is an H-space.

For a co-H-space C and a based space Y , we set M := maps0(C, Y ), the space of all based maps f : C → Y . These
are important spaces when C is a sphere.

(3) Show that M is an H-space, and it is associative if C is co-associative.

4



Aufgaben zur Topologie

Prof. Dr. C.-F. Bödigheimer
Wintersemester 2016/17

Week 13 — Products of spheres, linking number, cellular homology. Not due for handing-in.
(Non-compulsory)

Exercise 13.1 (Homology of products of spheres.)
Recall from the lectures that, for spaces X and Y with “good” basepoints (this means that the basepoint is closed
as a subset and also has an open neighbourhood that deformation retracts onto it), there are split short exact
sequences

0→ H̃i(X)⊕ H̃i(Y ) −→ H̃i(X × Y ) −→ H̃i(X ∧ Y )→ 0

for i > 0. Note that the smash product Sn∧X is homeomorphic to the n-fold reduced suspension Σ̃nX = Σ̃ · · · Σ̃X.
(a) Use this fact, the above short exact sequences and the Suspension Theorem to show that

H̃i(Sn ×X) ∼=


H̃i(X) 0 6 i 6 n− 1

Z⊕ H̃n(X)⊕ H̃0(X) i = n

H̃i(X)⊕ H̃i−n(X) i > n+ 1.

(b) Calculate the homology of a product of two spheres Sk × S`.
(c)* More generally, what is the homology of an iterated product of spheres Sk1 × · · · × Ski?

Exercise 13.2 (Homology of knot complements.)
Let f : S1×D2 ↪→ R3 be a framed knot in Euclidean space, i.e., an embedding of S1×D2 into R3. The complement
of its image, M = R3 r f(S1 × D2), is then a non-compact 3-manifold.
(a) Describe an open covering {U, V } of R3 such that U 'M , V ' S1 and U ∩ V ' S1 × S1.
(b) Using the Mayer-Vietoris sequence for this covering, calculate the homology of the knot-complement M , in
particular concluding that H1(M) ∼= Z.
(c) Draw a 1-cycle µ representing a generator of H1(M).

Exercise 13.3 (Linking number.)
As in the previous exercise, let f : S1 × D2 ↪→ R3 be a framed knot, write K = f(S1 × D2) and M = R3 rK. Fix
a generator [µ] of H1(M) ∼= Z as in part (c) of the previous exercise. For any curve c : S1 → M we may define its
linking number with K, denoted L(c,K) or just L(c), to be the unique integer such that

c∗([ω1]) = L(c,K).[µ],

where [ω1] ∈ H1(S1) is a generator. Note that L(c,K) depends on the choices of µ and ω1. See the figure on the
next page for an example.

Show:
(a) L(c1) = L(c2), if c1 ' c2 : S1 →M .
(b) L(c) = 0, if the image of c and K may be separated by a plane in R3.
(c) Suppose that Φ: R3 × [0, 1]→ R3 is an ambient isotopy, i.e., each Φt = Φ(−, t) is a self-homeomorphism of R3

and Φ0 is the identity. Then L(c,K) = L(c′,K ′), where c′ = Φ1 ◦ c and K ′ = Φ1(K), and we use the generator
[µ′] = (Φ1)∗([µ]) of H1(R3 rK ′).

(d)* Now let f1, f2 : S1×D2 ↪→ R3 be two non-intersecting framed knots in R3. Let Ki = fi(S1×D2) and ci = fi ◦c,
where c : S1 → S1 ×D2 is defined by c(t) = (t, 0) (so ci is the “core” of the framed knot fi). Then we may define a
difference map

D : S1 × S1 −→ S2
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Figure for Exercise 13.3: The union of the curves K and C is the Whitehead link. Note that L(C,K) = 0. The
surface F shows that C is nullhomologous in R3 rK, and F ′ shows that C is homologous to µ + (−µ) = 0. (But
still, K and C cannot be isotoped to curves separated by a plane.)

by the formula

D(t1, t2) =
c1(t1)− c2(t2)

‖c1(t1)− c2(t2)‖
.

Consider the induced homomorphism D∗ : H2(S1× S1)→ H2(S2). Prove that D∗ = 0 if L(c1,K2) = L(c2,K1) = 0.
See the figure above for an example.

Exercise 13.4 (Mapping degree for tori.)
We know that for the torus T = S1 × S1 we have H2(T) ∼= Z. So let us choose a generator [τ ] of H2(T) and define
the mapping degree of a self-map f of the torus to be the unique integer deg(f) such that

f∗([τ ]) = deg(f).[τ ].

(a) This definition is independent of whether we choose [τ ] or −[τ ] as our generator.
(b) If f and g are homotopic, then deg(f) = deg(g).
(c) If f1, f2 : S1 → S1 are two self-maps of the circle, and f = f1 × f2 : T → T is their product – a self-map of the
torus – then we have:

deg(f) = deg(f1) · deg(f2).

Show this using the following steps (or via another argument if you prefer):

(i) We may assume without loss of generality that f1 is the map z 7→ zm and f2 is z 7→ zn for some m,n ∈ Z.
(ii) Recall the comultiplication ∇ : S2 → S2 ∨ S2 and the fold map F : S2 ∨ S2 → S2 from Exercise 12.1. These may

be iterated, leading to maps ∇k : S2 →
∨k S2 and Fk :

∨k S2 → S2. On second homology groups, we have

(∇k)∗(1) = (1, . . . , 1) ∈ Zk

(Fk)∗(0, . . . , 0, 1, 0, . . . , 0) = 1 ∈ Z.

(iii) Let A = S1 ∨ S1 ⊂ S1 × S1. Then the quotient map q : S1 × S1 → (S1 × S1)/A ∼= S2 induces an isomorphism on
H2(−).
(iv) Let B ⊂ S1 × S1 be an (m × n) rectangular grid in the usual picture of the torus as a square with edge
identifications. Then (S1 × S1)/B is homeomorphic to a wedge sum of mn copies of S2. Under this identification,
the quotient map S1 × S1 → (S1 × S1)/B ∼=

∨mn S2 is homotopic to ∇mn ◦ q.
(v) The following diagram is commutative up to homotopy, and so the result follows.
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S1 × S1 S1 × S1

S2
∨mn S2 S2

f = f1 × f2

q q

∇mn Fmn

Exercise 13.5 (Cellular homology of quotients of the 3-simplex.)
Let X be the 3-simplex, the 2-skeleton of which is depicted on the left-hand side in the figure below, and identify
its four faces in two pairs, as indicated in the middle part of the figure, to obtain a quotient space Y .
(a) Describe the natural cell complex structure on X and the induced structure on Y , with two 0-cells {P,Q}, three
1-cells {a, b, c}, two 2-cells {F1, F2} and one 3-cell ω.
(b) Compute the differentials in the cellular chain complex

0← Z〈P,Q〉 ← Z〈a, b, c〉 ← Z〈F1, F2〉 ← Z〈ω〉 ← 0← 0← · · ·

of Y , and thus compute its homology.
(c) Now identify the faces of the 3-simplex as indicated on the right-hand side of the figure, to obtain a quotient
space Z. Describe the induced cell structure on Z, with one 0-cell, two 1-cells, two 2-cells and one 3-cell.
(d) Compute the cellular homology of Z.

Exercise 13.6* (Cellular homology of a quotient of the dodecahedron.)
Let X be the dodecahedron, which has a cell structure with 20 zero-cells, 30 one-cells, 12 two-cells and one three-cell.
For each face, imagine pushing it through the interior of the dodecahedron until it lies in the same plane as the
opposite face, and then rotating it by π

5 radians. This gives a homeomorphism between each pair of opposite faces.
Let ∼ be the equivalence relation generated by x ∼ φ(x), where φ is one of these homeomorphisms. Describe the
induced cell structure on the quotient space X/∼ and its cellular chain complex. Prove that the (cellular) homology
of X/∼ is the same as the homology of S3. This is the famous Poincaré homology sphere.

Figures for Exercise 13.5: The left-hand figure is the 2-skeleton (the union of all cells of dimension at most 2) of the
3-simplex X. The middle figure describes how to identify two pairs of faces of X to obtain the quotient space Y .
Similarly, the right-hand figure shows how to identify the same two pairs of faces – in a different way – to obtain
the quotient space Z.
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From W. Threlfall, H. Seifert, Topologische Untersuchung der Diskontinuitätsbereiche endlicher Bewegungsgruppen
des dreidimensionalen sphärischen Raumes, Math. Ann. (1931).
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