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Abstract

We study homological representations of mapping class groups, including the braid groups.
These arise from the twisted homology of certain configuration spaces, and come in many dif-
ferent flavours. Our goal is to give a unified general account of the fundamental relationships
(non-degenerate pairings, embeddings, isomorphisms) between the many different flavours of
homological representations. Our motivating examples are the Lawrence-Bigelow representa-
tions of the braid groups, which are of central importance in the study of the braid groups
themselves, as well as their connections with quantum invariants of knots and links.
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1. Introduction

Homological representations of the braid groups, and of mapping class groups of surfaces, play a
central role in the study of these groups. They also have many applications, especially as a bridge
between the topological world and the world of quantum invariants of knots and links. In particular,
the Lawrence-Bigelow representations are one of the most important families of representations of
the braid groups, in connection with quantum invariants.
The world of quantum invariants started with the landmark discovery of the Jones polynomial [Jon85].
Subsequently, Reshetikhin and Turaev [RT91] defined a construction that starts with a quantum
group and provides link invariants. Two important families of these quantum invariants are the
coloured Jones polynomials and the coloured Alexander polynomials, which recover the original
Jones and Alexander polynomials as special cases. At around the same time, in 1990, Lawrence
[Law90] constructed a family of homological representations of braid groups, on the homology of
certain coverings of configuration spaces on the punctured disc. This discovery has led to many
deep and interesting connections between quantum topology and the homology of configuration
spaces.
More specifically, Lawrence [Law93] and later Bigelow [Big02], based on her work, described a
topological model for the original Jones polynomial, in terms of intersections of homology classes in
coverings of configuration spaces. Kohno [Koh12; Koh17] proved that the quantum representations
of braid groups are isomorphic to Lawrence’s homological representations. Ito [Ito15; Ito16], and
later Martel [Mar20], constructed homological models for the coloured Alexander polynomials and
coloured Jones polynomials respectively, as sums of traces of homological representations.
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Returning to the question concerning topological models, in [Ang17; Ang19] the first author proved
that the coloured Jones and Alexander polynomials can be seen in terms of intersections of homol-
ogy classes in versions of Lawrence representations. These are existence-type results, whose proofs
are based on the existence of non-degenerate intersection pairings between certain homologies of
covering spaces. The results of the present paper, which are concluded in Corollary 7.4 and Remark
7.5, play an important role in the proof of [Ang19]. Recently, the first author [Ang20a; Ang20b]
has given explicit unified topological models for the coloured Jones and coloured Alexander poly-
nomials, constructing explicit homology classes given by Lagrangian submanifolds in versions of
Lawrence representations. The result presented in Corollary 7.4 is used in these two constructions.
In particular, the topological model of [Ang20a] for the family of coloured Jones polynomials
recovers the topological model of Lawrence and Bigelow for the original Jones polynomial.
The Lawrence-Bigelow representations are also important due to their role in the proof of the
fact, due to Bigelow [Big01] and Krammer [Kra02], that the braid groups Bn are linear, i.e., they
each act faithfully on a finite-dimensional vector space. Specifically, the family of Lawrence-Bigelow
representations is indexed by an integer m > 1, where m = 1 corresponds to the classical (reduced)
Burau representations [Bur35]. The next member of this family, corresponding to m = 2, is known
as the Lawrence-Krammer-Bigelow representation of Bn, and was proven by Bigelow and Krammer
to be faithful, from which linearity of the braid groups follows immediately. Bigelow’s proof, in
particular, uses the topological nature of this representation in an essential way, making geometric
arguments possible.
The Lawrence-Bigelow representations have been studied further by Paoluzzi-Paris [PP02] and by
Bigelow [Big04], who used them to construct representations of Hecke algbras. There are also
many other constructions of homological representations of braid groups (for example an iterative
construction due to Long and Moody [Lon94]) and of surface braid groups [AK10; BGG17]. In
[PS19], Soulié and the second author have unified these into a general machine for constructing
homological representations of mapping class groups or motion groups (e.g. braid groups) of any
manifold.
A key aspect of homological representations is that they are defined topologically, through the action
of the braid group or mapping class group on the (twisted) homology of configuration spaces. This
makes it possible to approach them using topological tools, which provide insights that would be
impossible to obtain purely algebraically. (For example, as mentioned above, this was the case in
Bigelow’s proof of the linearity of the braid groups.) Two of the most useful topological tools that
one would like to have are:
• non-degenerate pairings between different homological representations;
• (geometrically-defined) embeddings between different homological representations.

This is especially important since homological representations typically come in many different –
and subtly related – flavours, which one often needs to pass between. Our goal in this paper is
to give a unified general account of these basic topological tools for homological representations of
mapping class groups of orientable surfaces.
Given an orientable surface Σ and a decomposition of ∂Σ into two pieces, an integer m > 1 and
a local system on the configuration space Cm(Σ), there are several basic flavours of homological
representations, depending on which part of ∂Σ one uses and which kind of homology one considers,
for example:
• locally-finite (Borel-Moore) homology,
• homology relative to the boundary,
• ordinary homology (not relative),
• locally-finite homology of the covering space associated to the local system.

Let us denote these, qualitatively, by H lf , H∂ , H and H lf ,∼ respectively. Depending on which half
of the boundary of Σ we use, we then have representations

H•(Min) and H•(Mout)

of the mapping class group of Σ, where • denotes any of the four decorations above. The case of
the braid groups corresponds to taking Σ = Σ0,n+1, the surface of genus 0 with n + 1 boundary
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circles, partitioned into one “outer” boundary circle and n “inner” boundary circles.
Our results about these eight flavours of homological representations are as follows. (Precise details
are given in §2.)

Theorem 1.1 (Theorem A and Remark 2.13) There are non-degenerate pairings

H lf (Min)⊗H∂(Min) −→ R

H lf (Mout)⊗H∂(Mout) −→ R.

Moreover, these representations are free as R-modules. We describe explicit bases such that the
pairings above are given by the identity matrix.

For our next result, we assume the mild condition that the local system on the configuration space
is u-homogeneous for a unit u ∈ R× (see Definition 2.14) and that the quantum factorials with
respect to u are non-zero-divisors in R.

Theorem 1.2 (Theorem B and Corollary C) Under this mild assumption, there are embeddings
of representations

H∂(Min) −→ H lf (Mout)
H∂(Mout) −→ H lf (Min).

When m > 1 this implies that H lf (Mout) and H lf (Min) are reducible. In fact, with respect to the
explicit bases that we describe, the matrices of these embeddings are diagonal, and their diagonal
entries are products of quantum factorials.

Our next result is a mild generalisation of [Koh17, Theorem 3.1], using the notion of genericity of
a local system (Definition 2.18). This is a stronger assumption than that of being u-homogeneous,
although one may always force a local system to become generic by taking a fibrewise tensor
product; see Remark 2.20 for details.

Theorem 1.3 (Theorem D) If the local system is generic, there are isomorphisms

H(Min) ∼= H lf (Min) and H(Mout) ∼= H lf (Mout).

We next investigate the relation between H lf and H lf ,∼. When working with ordinary homology,
Shapiro’s lemma implies that the homology of X with coefficients in a local system arising from a
covering X̂ → X is isomorphic to the untwisted homology of the covering X̂ itself. However, for
locally-finite (Borel-Moore) homology this is no longer true (see sections 6.1 and 6.2 for a more
detailed discussion).

Theorem 1.4 (Theorem E) The natural maps

H lf (Min) −→ H lf ,∼(Min)
H lf (Mout) −→ H lf ,∼(Mout)

are injective. Let • denote either in or out. If B denotes a free basis for H lf (M•) as a module over
R = k[G], then H lf ,∼(M•) is a direct sum over B of copies of the completion k[[G]] of k[G].

See Definition 2.23 for the definition of k[[G]].
Finally, in §7 we use the injections of Theorem E and Shapiro’s lemma to re-interpret the non-
degenerate pairings of Theorem A and the embeddings of Theorem B in terms of the homology
(locally-finite and relative to the boundary) of covering spaces of configuration spaces. Under this
interpretation, we give an explicit geometric formula (7.11) for the non-degenerate pairings.
Acknowledgments. C. Anghel acknowledges the support of the European Research Council
(ERC) under the European Union’s Horizon 2020 research and innovation programme (grant agree-
ment No 674978).
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2. Results

Definition 2.1 Let (Σ; ∂in, ∂out) be a surface triad, by which we mean a compact, connected,
orientable surface Σ equipped with a decomposition ∂Σ = ∂in ∪∂out into non-empty 1-dimensional
submanifolds ∂in, ∂out ⊆ ∂Σ such that ∂∂in = ∂∂out = ∂in ∩ ∂out. We then consider the following
unordered configuration spaces:

Min = Cm(int(Σ) ∪ int(∂in)) = Cm(Σ r ∂out)
Mout = Cm(int(Σ) ∪ int(∂out)) = Cm(Σ r ∂in).

Remark 2.2 Note that Min and Mout are topological 2m-manifolds with boundary. A configura-
tion of Min lies in ∂Min exactly when at least one configuration point lies in ∂in, and similarly a
configuration of Mout lies in ∂Mout exactly when at least one configuration point lies in ∂out.

Definition 2.3 Let Diff(Σ, ∂out) be the topological group of diffeomorphisms of Σ that restrict
to the identity on a neighbourhood of ∂out ⊆ ∂Σ. Its discrete group of path-components is the
mapping class group

Γ(Σ, ∂out) = π0(Diff(Σ, ∂out)).
Note that this group is isomorphic to the mapping class group of Σr∂in fixing its entire boundary
∂(Σ r ∂in) = int(∂out) pointwise.
Any diffeomorphism ψ ∈ Diff(Σ; ∂out) preserves the decomposition ∂Σ = ∂in ∪ ∂out, so there is a
natural continuous action of Diff(Σ; ∂out) on Min and on Mout.

Example 2.4 In our first motivating example we have Σ = Σ0,n+1, the closed 2-disc after removing
n > 2 open subdiscs with pairwise disjoint closures, and
• ∂out = ∂D2 is the outer boundary circle (the boundary of the 2-disc);
• ∂in is the union of the n inner boundary circles (the boundaries of the n open discs that we
have removed).

In this case, the mapping class group Γ(Σ0,n+1, ∂D2) is naturally isomorphic to the braid group
Bn on n strands.

Example 2.5 Our second motivating example is a small, but non-trivial, variation of our first
example. We again take Σ = Σ0,n+1 for n > 2, but now
• ∂out = I is a closed interval in the outer boundary circle;
• ∂in is the complementary closed interval in the outer boundary circle, together with all n
inner boundary circles.

For diffeomorphisms of surfaces, the condition of fixing a boundary circle is equivalent – up to
isotopy – to the condition of fixing a single point, or fixing an interval, in that boundary circle.
As a result, the mapping class group Γ(Σ0,n+1, I) is again naturally isomorphic to the braid group
Bn on n strands.

Remark 2.6 Write M = Cm(Σ). Then the two inclusions

Min −→M ←−Mout

are both homotopy equivalences. Thus, local systems on Min are in one-to-one correspondence
with local systems on Mout and also in one-to-one correspondence with local systems on M .

Definition 2.7 Recall that a rank-1 local system on a space X is a bundle of R-modules over X
such that the fibre over each point of X is isomorphic to R as a rank-1 free module over itself.1
Equivalently, when X is based and path-connected, it may be thought of as an action of π1(X) on
R by R-module automorphisms, in other words a homomorphism π1(X)→ GL1(R) = R×.

Let us now fix a unital ring R equipped with an anti-automorphism α : R → R with α2 = id and
a rank-1 local system L on M defined over R. We make the following assumptions:

1 We assume that X is locally path-connected and semi-locally simply-connected (which will always be the case
in our examples, where X is always a manifold).
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Assumption 2.8 The local system L is preserved by the action of Diff(Σ; ∂out) on M . In other
words, for each ψ ∈ Diff(Σ; ∂out) we have ψ∗(L) ∼= L. Moreover, we require that the homomorphism
π1(X)→ R× is compatible with the anti-automorphism α restricted to R× and the canonical anti-
automorphism of the group π1(X) given by g 7→ g−1.
Example 2.9 In Examples 2.4 and 2.5, we have M = Cm(Σ0,n+1), so there are homomorphisms

ϕ : π1(M) −→ Bm,n −→

{
Z2 = 〈c, x〉 if m = 1;
Z3 = 〈c, x, d〉 if m > 2.

The first homomorphism is given by filling in each of the n inner boundary-components of Σ0,n+1
with a disc containing one new configuration point, to obtain a configuration of m+n points in D2,
partitioned as {m,n}. The second homomorphism is the abelianisation of Bm,n. The generator
c interchanges two of the last n points; d interchanges two of the first m points and x sends the
m-th point once around the (m + 1)st point. The image of the composite homomorphism ϕ is
the subgroup Z = 〈x〉 for m = 1 and Z2 = 〈x, d〉 for m > 2. This quotient ϕ of π1(M) therefore
determines a regular covering

Mϕ −→M

with deck transformation group G = Z = 〈x〉 when m = 1 and G = Z2 = 〈x, d〉 when m > 2. Then
taking free abelian groups fibrewise, we obtain a rank-1 local system

Z[Mϕ] −→M (2.1)

defined over the group-ring Z[G]. One may easily verify that the quotient map ϕ : π1(M) → G is
invariant under the induced action of Diff(Σ; ∂out) on π1(M). This implies that Assumption 2.8
is satisfied for this local system.
Example 2.10 In Example 2.9 we described a rank-1 local system (2.1) over Z[G]. For any other
unital ring R and (Z[G], R)-bimodule V , we may take the fibrewise tensor product

Z[Mϕ]⊗Z[G] V −→M, (2.2)

which is then a rank-1 local system over R. For example, suppose we have a homomorphism

θ : G −→ C×

(since G is either Z or Z2 this amounts to a choice of either one or two non-zero complex numbers
θ(x) and θ(d)). This extends by linearity to a ring homomorphism, also denoted θ : Z[G]→ C. We
may then take R = C and V = C considered as a right module over itself (by right-multiplication)
and as a left module over Z[G] via θ. In this case, (2.2) is a rank-1 local system

Z[Mϕ]⊗θ C −→M (2.3)

over C. These local systems inherit from (2.1) the property that they satisfy Assumption 2.8.
Notation 2.11 Homology groups of Min and of Mout – ordinary or locally finite (Borel-Moore) –
will always be taken with coefficients in the local system L unless otherwise specified.
Observation 2.12 The first part of Assumption 2.8 implies that the four R-modules

H lf
m(Min), Hm(Min; ∂Min), H lf

m(Mout), Hm(Mout, ∂Mout) (2.4)

are representations of Γ(Σ; ∂out). In the setting of Example 2.4, together with the local system de-
scribed in Example 2.9, these are (different versions of) the m-th Lawrence-Bigelow representations
of the braid groups.
Theorem A There is a Γ(Σ; ∂out)-invariant pairing

H lf
m(Min)⊗Hm(Min; ∂Min) −→ R

that restricts to a non-degenerate Γ(Σ; ∂out)-invariant pairing

H lf
m(Min)⊗H∂

m(Min) −→ R, (2.5)

where H∂
m(Min) is a sub-representation of Hm(Min; ∂Min) that we describe explicitly. The same

statements hold when Min is replaced with Mout.
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Remark 2.13 We also describe explicit free bases for the four R-modules

H lf
m(Min), H∂

m(Min), H lf
m(Mout), H∂

m(Mout); (2.6)

see §3, with respect to which the pairings (2.5) of Theorem A are given by identity matrices.

Definition 2.14 Say that the local system L is homogeneous if, whenever γ is a loop of configura-
tions in which all points remain fixed except two, which swap places while staying within a small
subdisc of Σ, the monodromy around γ is a fixed element of R×. In other words, viewing the local
system as a homomorphism π1(M)→ R×, all loops γ of the form described above are mapped to
a fixed unit in R×. If we denote this unit by u ∈ R×, we say that L is u-homogeneous.
Of course, this definition is vacuous if m = 1, since there are no loops γ as described; in this case
we take the convention that every local system is 1-homogeneous.

Example 2.15 The trivial local system over R is 1-homogeneous. In Example 2.9 we have

R = Z[G] =
{
Z[x±1] if m = 1;
Z[x±1, d±1] if m > 2,

and the local system (2.1) is d-homogeneous (or 1-homogeneous when m = 1). In Example 2.10,
the local system (2.3) defined over C is θ(d)-homogeneous.

Definition 2.16 For a unital ring R, a unit u ∈ R× and an integer n > 1, the quantum integers
and quantum factorials are defined as follows:

[n]u = 1 + u+ u2 + · · ·+ un−1 ∈ R
[n]u! = [1]u · [2]u · · · [n− 1]u · [n]u ∈ R.

For example, if u = 1 this is the classical factorial n!.

Theorem B There are Γ(Σ; ∂out)-equivariant R-module homomorphisms

H∂
m(Min) −→ H lf

m(Mout)
H∂
m(Mout) −→ H lf

m(Min),
(2.7)

whose matrices, with respect to our explicit bases, are diagonal. If the local system is u-homogeneous,
the diagonal entries of these matrices are all products of quantum factorials [r]u!.

This immediately implies:

Corollary C If the local system L is u-homogeneous and the quantum factorials [r]u! are all non-
zero-divisors in R, the homomorphisms (2.7) are embeddings of Γ(Σ; ∂out)-representations over R.
In particular, the Γ(Σ; ∂out)-representations H lf

m(M) and H lf
m(M ′) are reducible for m > 1.

Remark 2.17 The condition on quantum factorials is satisfied whenever R is an integral domain
and u ∈ R× has infinite order. This holds in our key examples of local systems L (see Example
2.15), as long as, in the case of Example 2.10, the complex number θ(d) ∈ C∗ is not a root of unity.

Definition 2.18 The local system L is called generic for Min if it satisfies the following condition.
Let γ be an unbased loop in Min that may be homotoped to be disjoint from any given compact
subset. Then the monodromy mγ ∈ R× of L around γ (for any choice of basepoint on γ) has the
property that 1−mγ is also a unit of R. The property of being generic for Mout is similar.

Proposition D If L is generic for Min then the natural morphism of Γ(Σ; ∂out)-representations

Hm(Min) −→ H lf
m(Min)

is an isomorphism. Similarly with Min replaced by Mout if L is generic for Mout.

Remark 2.19 This fact is essentially due to Kohno [Koh17, Theorem 3.1]; we just explain how
his proof generalises to allow local systems defined over any unital ring R rather than just the
complex numbers C.

6



Remark 2.20 Our key examples of local systems are sometimes generic and sometimes not. In
particular, the local system (2.1) is not generic, since the elements 1−x and 1−d are not invertible
in the Laurent polynomial ring in the variables x and d.
However, taking the fibrewise tensor product as in Example 2.10 can force a local system to be
generic. For example, we could take R to be the localisation of the Laurent polynomial ring with
respect to the multiplicative subset generated by {1−x, 1−d}, then take V = R as a right-module
over itself and as a left-module over the Laurent polynomial ring. The resulting local system (2.2)
is generic.
Alternatively, the local system (2.3) defined over C is generic whenever the homomorphism θ sends
x and d to elements of Cr {0, 1}.

Assumption 2.21 We now assume that the rank-1 local system L arises from a regular covering.
More precisely, let ϕ : π1(M) → G be a surjective homomorphism, defining a regular covering
Mϕ → M with deck transformation group G. Choose a ring k and take free k-modules fibrewise
to define a bundle k[Mϕ] → M of k[G]-modules. This is a rank-1 local system defined over the
group-ring R = k[G]. We assume that L is of this form.

There is a natural R-module homomorphism

H lf
m(Min;L) −→ H lf

m((Min)ϕ; k), (2.8)

where (Min)ϕ denotes the restriction of the covering Mϕ → M to Min ⊆ M , and the homology
group on the right-hand side is taken with trivial k-coefficients.

Remark 2.22 If we were taking ordinary homology, rather than locally finite (Borel-Moore)
homology, this homomorphism would be an isomorphism, by Shapiro’s lemma for covering spaces.
However, the homomorphism (2.8) is in general not an isomorphism if the covering spaceMϕ →M
is infinite-sheeted. This is discussed in more detail in sections 6.1 and 6.2.

Definition 2.23 Define k[[G]] to be the k[G]-module kG of functions G → k, in other words the
product of |G| copies of k. This contains the group-ring k[G]:

k[G] =
⊕
g∈G

k ↪−→
∏
g∈G

k = k[[G]]. (2.9)

Theorem E Let Bin be the free basis over R = k[G] for H lf
m(Min;L) mentioned in Remark 2.13.

Then the R-module H lf
m((Min)ϕ; k) is isomorphic to a direct sum of copies of k[[G]] indexed by the

set Bin. Under this identification, the homomorphism (2.8) is given by Bin copies of the natural
inclusion (2.9). In other words:

H lf
m(M ;L) ∼=

⊕
B
k[G] ↪−→

⊕
B
k[[G]] ∼= H lf

m(Mϕ; k).

An identical statement also holds when Min is replaced with Mout, and Bin is replaced by Bout.

In §6.4 we describe geometrically some interesting elements of H lf
m((Min)ϕ; k) that do not lie in

the image of (2.8).

Outline of the paper. We prove Theorem A in §3, where we also describe the explicit free bases
mentioned in Remark 2.13. Theorem B and Corollary C are then proven in §4. In §5 we discuss
genericity of local systems and prove Theorem D. Theorem E, comparing locally-finite homology
of infinite coverings with the corresponding twisted locally-finite homology of the base space, is
proven in §6, in two parts: Theorem 6.6 describes the locally-finite homology of the base space and
Theorem 6.8 describes the locally-finite homology of the covering space and the map between the
two. Finally, in §7 we reinterpret the pairings of Theorem A in terms of the homology of covering
spaces and describe a concrete formula for computing these pairings.
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3. Pairings and bases

Now, we will show that once we fix a splitting of the boundary of the configuration space, the two
homologies relative to each part of this splitting are related by an intersection form.
Theorem 3.1 (The first part of Theorem A) There exists an intersection pairing

〈 , 〉 : H lf
m(Min)⊗Hm(Min, ∂Min) −→ R (3.1)

which is linear with respect to the R-action on the first component twisted by the involution α.

Proof. In order to show this, we will use two main homological tools. The first uses the fact that
Min is a connected, orientable 2m-dimensional manifold.
Proposition 3.2 (Poincaré duality for twisted homology.) For any k ∈ N such that k 6 2m we
have an isomorphism:

pk : Hk(Min, ∂in) −→ H lf
2m−k(Min). (3.2)

Lemma 3.3 (Relative cap product for twisted homology.) Let k, l ∈ N such that 0 6 k 6 l 6 2m.
Then, we have the following homomorphism:

∩k,l : Hk(Min, ∂in)⊗Hl(Min, ∂in) −→ Hl−k(Min). (3.3)

Now, we combine these two results to define the pairing 〈 , 〉, which is given by the following
composition:

H lf
m(Min)⊗Hm(Min, ∂in)

Hm(Min, ∂in)⊗Hm(Min, ∂in)

H0(Min) ∼= R

p−1
m ⊗ Id

∩m,m

〈 , 〉

It follows that the pairing 〈 , 〉 has the required properties.

Remark 3.4 Implicitly, the construction of the pairing above depends on a choice of fundamental
class [Min] ∈ H lf

2m(Min) in the step where we use Poincaré duality. Any two such choices differ by
a unit in the underlying ring R. Later, when we compute this pairing on explicit homology classes,
this choice will correspond, geometrically, to a choice of a collection of paths in the surface from
one component of ∂out to each component of ∂in.

We now make a mild simplifying assumption:
Assumption 3.5 (Partition of the boundary of the surface)
We assume that ∂out ⊆ ∂Σ is contained in a single component of ∂Σ. This means that we may
draw the surface Σ as in Figure 3.1 (ignore the blue and green arcs for the moment), where ∂in is
coloured red and ∂out is coloured black.
Definition 3.6 (Surface)
Suppose that Σ has n + 1 boundary circles, and that ∂in consists of n of these boundary circles
together with r disjoint subintervals of the (n+ 1)st boundary circle. Write g for the genus of Σ.
Notation 3.7 (Set of partitions) Let us consider the following indexing set:

El,m = {e = (e1, ..., el) ∈ Nl | e1 + ...+ el = m}.

We will use the set of partitions of m into l = n− 1 + k + 2g pieces.
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3.1. Pairing between H lf
m(Min) and Hm(Min, ∂Min).

In this part, we will consider two subspaces in the homologies

H lf
m(Min) and Hm(Min, ∂Min)

which are generated by certain submanifolds in the configuration space. Then, we aim to study
the precise form of the intersection pairing between these subspaces.

Definition 3.8 (Homology classes in Hm(Min, ∂Min))
For the first part, for each partition e = (e1, ..., e2g, e

′
1, ..., e

′
n−1, e

′′
1 , ..., ek) ∈ En−1+k+2g,m, we

construct a homology class Ue ∈ Hm(Min, ∂Min). In order to do this, we draw m red segments on
our surface, which are prescribed by this partition, as in figure 3.1. More specifically, we have the
following three families of curves:

• ∀j ∈ {1, .., k} we draw fj parallel segments between the first boundary disk and the jth blue
interval in the boundary;

• ∀i ∈ {1, .., n−1} we draw f ′i parallel segments between the ith boundary disk and the i+ 1st
blue boundary disk;

• ∀s ∈ {1, .., 2g} we draw f ′′s parallel arcs between the nth boundary disk and itself, passing
through the core of the handle numbered by s.

Now, we denote by Ue the m−dimensional submanifold in Min given by the subspace consisting
of configurations where exactly one point lies on each red arc. Since this is orientable and its
boundary lies in ∂Min, it has a fundamental class in relative homology, which we denote by

Ue ∈ Hm(Min, ∂Min).

Definition 3.9 (Homology classes H lf
m(Min))

Secondly, let f = (f1, ..., f2g, f
′
1, ..., f

′
n−1, f

′′
1 , ..., f

′′
k ) ∈ En−1+k+2g,m be a partition. From this, we

define a homology class Df ∈ H lf
m(Min). In order to do this, we will use configuration spaces on

the green segments on our surface, which are prescribed by this partition, as in figure 3.1. More
specifically:

• ∀j ∈ {1, .., k} we consider the unordered configuration space of fj points on a green semicircle
around the jth blue segment of the outer boundary;

• ∀i ∈ {1, .., n − 1} we consider the unordered configuration space of f ′i points on a vertical
green segment which lies between the ith boundary disk and the (i+ 1)st blue boundary disk;

• ∀s ∈ {1, .., 2g} we consider the unordered configuration space of f ′′s points on the green
segment which is perpendicular to the core of the handle numbered by s.

We then define Df to be the m−dimensional submanifold ofMin consisting of configurations where
the prescribed number of points lies on each of the green arcs. Since this is orientable and properly
embedded, it has a fundamental class in locally-finite homology, which we denote by

Df ∈ H lf
m(Min).

Moreover, we write
Bin = {Df | f ∈ En−1+k+2g,m}.

Definition 3.10 (Subspaces generated by these homology classes)
Let us consider the subspaces given by these particular elements and denote them as below:

H∂
m(Min) := 〈Ue | e ∈ En−1+k+2g,m〉 ⊆ Hm(Min, ∂Min)

H̄ lf
m(Min) := 〈Df | f ∈ En−1+k+2g,m〉 ⊆ H lf

m(Min).
(3.4)
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Ue ∈ H∂
m(Min) and Df ∈ H̄ lf

m(Min)

Figure 3.1 The basis for H̄ lf
m(Min) is in green and the basis for H∂

m(Min) is in red.

Lemma 3.11 (Diagonal intersection form)
The intersection pairing is diagonal on these subspaces, in the sense that we have:

〈 , 〉 : H̄ lf
m(Min)⊗H∂

m(Min) −→ R

〈Df ,Ue〉 = δe,f ,
(3.5)

where δ denotes the Kronecker symbol. As a consequence, the sets of elements {Ue} and {Df} are
linearly independent, so they are bases for the free R-modules H∂

m(Min) and H̄ lf
m(Min).

Proof. Let e, f ∈ En−1+k+2g,m. Suppose we have an intersection point x ∈ Df ∩ Ue. This means
that x is a multipoint in the configuration space, havingm components. In particular, since x ∈ Df
this means that its components are distributed on the green segments as below:

• ∀j ∈ {1, .., k}, x has fj points on the green semicircle around the jth blue segment in the
boundary

• ∀i ∈ {1, .., n − 1}, it has f ′i points on the vertical green segment which lies between the ith
boundary disk and the i+ 1st blue boundary disk

• ∀s ∈ {1, .., 2g}, there are f ′′s components on the green segment which “cuts” the handle
numbered by s.

On the other hand, all these points have to lie on the red segments as well. This means that we
have the following inequalities:

fj > ej , ∀j ∈ {1, .., k}
f ′i > e′i, ∀i ∈ {1, .., n− 1}
f ′′s > e′′s , ∀s ∈ {1, .., 2g}.

(3.6)

However, since the total sum is:

e1 + · · ·+ e2g + e′1 + · · ·+ e′n−1 + e′′1 + · · ·+ e′′k

= f1 + · · ·+ f2g + f ′1 + · · ·+ f ′n−1 + f ′′1 + · · ·+ f ′′k

= n− 1 + r + 2g,
(3.7)
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it follows that the partitions coincide and so e = f .
We conclude that if the intersection form 〈Df ,Ue〉 6= 0 then e = f . Now, if the partitions coincide,
it is easy to compute the orientations on the picture and see that 〈Df ,Ue〉 = 1, which concludes
the proof.

3.2. Pairing between H lf
m(Mout) and Hm(Mout, ∂Mout)

Now, we construct two subspaces in the homologies of the configuration space based on the outer
part of the boundary

H lf
m(Mout) and Hm(Mout, ∂Mout),

generated by geometric elements, and we will be interested in the pairing between these. The
arguments are analogous to those for the configuration spaces on Min considered above, so we
outline below just the main points of the construction.
Definition 3.12 (Elements in the two homologies)
For two partitions e, f ∈ En−1+k+2g,m, we define Gf ∈ H̄∂

m(Mout) and Ve ∈ H̄ lf
m(Mout) to be the

homology classes given by the quotient of the products of the green segments and configuration
spaces on the red segments respectively, from figure 3.2, prescribed by these partitions (constructed
similarly to those of definitions 3.8 and 3.9). In particular, we write

Bout = {Ve | e ∈ En−1+k+2g,m}.

Ve ∈ H̄ lf
m(Mout) and Gf ∈ H̄∂

m(Mout)

Figure 3.2 The basis for H̄ lf
m(Mout) is in red and the basis for H∂

m(Mout) is in green.

Definition 3.13 (Subspaces in these homology groups)
Using these particular homology classes, we define the following subspaces generated by all these
elements:

H̄ lf
m(Mout) := 〈Ve | e ∈ En−1+k+2g,m〉 ⊆ H lf

m(Mout)
H∂
m(Mout) := 〈Gf | f ∈ En−1+k+2g,m〉 ⊆ Hm(Mout, ∂Mout).

(3.8)

Lemma 3.14 (Diagonal intersection form)
The intersection pairing is diagonal on these subspaces, in the sense that we have:

〈 , 〉 : H̄ lf
m(Mout)⊗H∂

m(Mout) −→ R

〈Ve,Gf 〉 = δe,f ,
(3.9)

11



where δ denotes the Kronecker symbol. As a consequence, the sets of elements {Ve} and {Gf} are
linearly independent, so they are bases for the free R-modules H∂

m(Mout) and H̄ lf
m(Mout).

This property follows by a similar argument as the one presented in Lemma 3.11.
Finally, we note that there is no need to restrict to a submodule on the locally-finite side:

Lemma 3.15 We have

H̄ lf
m(Min) = H lf

m(Min) and H̄ lf
m(Mout) = H lf

m(Mout).

In other words, the elements {Df} generate the locally-finite homology group H lf
m(Min) and the the

elements {Ve} generate the locally-finite homology group H lf
m(Mout).

Proof. This is precisely Theorem 6.6.

Putting together Theorem 3.1, Lemma 3.11, Lemma 3.14 and Lemma 3.15, we conclude the proof
of Theorem A, presented in the introduction.

4. Embeddings of representations

This part is devoted to the study of the relationships between the two pairs of homology groups
presented in the previous section:(

H∂
m(Min) and H lf

m(Mout)
) (

H∂
m(Mout) and H lf

m(Min)
)
.

Theorem 4.1 (First part of Theorem B)
We have the follwing R-module homomorphisms which are Γ(Σ; ∂out)-equivariant:

ιin : H∂
m(Min) −→ H lf

m(Mout)
ιout : H∂

m(Mout) −→ H lf
m(Min).

(4.1)

Proof. We define the map ιin, which comes from the following composition of maps between pairs
of spaces:

(Min, ∂Min)

(M,∂Min) (M/∂Min, ?)

(M?
out,∞)

i

fq

fc

ιin

Here, i is the inclusion from Min into M and fq is the map induced by taking the quotient of the
space M with respect to the subspace ∂Min, where we write ? for the point ∂Min/∂Min.
Note that M/∂Min r {?} is equal to Mout, so the composition Mout ↪→ M → M/∂Min is a one-
point partial compactification of Mout. This means that the (unique) one-point compactification
Mout →M?

out factors through a map M/∂Min →M?
out, which is the map fc above.

Now, using the property that these maps preserve the subspaces ∂Min and ∂Mout ofM , we see that
ιin is Diff(Σ; ∂out)-equivariant, and hence its induced map on homology is Γ(Σ; ∂out)-equivariant,
which concludes the first part of the statement.
A similar argument leads to the construction of the map ιout, which is equivariant with respect to
the diffeomorphism group action.

In the next part, we are interested in studying the image of these maps evaluated on the special
bases that we have defined in section 3. We start with the following notation.
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Definition 4.2 (New elements in H lf
m(Mout) and H lf

m(Min))
For any partition e ∈ En−1+k+2g,m we consider the classes given by the geometric supports Ue and
Ge, this time in the homologies H lf

m(Mout) and H lf
m(Min) and denote then as below:

Ũe := [Ue] ∈ H lf
m(Mout)

G̃e := [Ge] ∈ H lf
m(Min).

(4.2)

Remark 4.3 We notice that these new families of elements are exactly the images of the special
classes Ue and Ge, seen in the Borel-Moore homology:

Ũe = ιin(Ue) ∈ H lf
m(Mout)

G̃e = ιout(Ge) ∈ H lf
m(Min).

(4.3)

Lemma 4.4 (Relations between the special homology classes)
For any partition e = (e1, ..., en−1+k+2g) from En−1+k+2g,m the following relations are satisfied:

Ũe =
n−1+k+2g∏

i=1
[ei]u!Ve ∈ H lf

m(Mout)

G̃e =
n−1+k+2g∏

i=1
[ei]u!De ∈ H lf

m(Min).

(4.4)

Proof. Let us fix e ∈ En−1+k+2g,m. In order to prove the first relation presented above, we will
use the intersection form from Lemma 3.14 given by:

〈 , 〉 : H lf
m(Mout)⊗H∂

m(Mout) −→ R

〈Ve,Gf 〉 = δe,f .
(4.5)

Since this form has the identity matrix on the bases {Vs}s∈En−1+k+2g,m
and {Gf}f∈En−1+k+2g,m

, we
will investigate the intersections:

〈Ũe,Gf 〉, for all f ∈ En−1+k+2g,m.

By a similar geometric argument as the one presented in the proof of Lemma 3.14, we notice that
if 〈Ũe,Gf 〉 6= 0, it means that we have at least one intersection point between Ue and Gf in the
configuration space and this forces that the partitions coincide, meaning that e = f .
Now, it remains to compute the intersection 〈Ũe,Ge〉. We recall (see Remark 3.4) that the inter-
section form 〈 , 〉 depends on a choice of a collection of paths from ∂out to each component of ∂in.
The value of the intersection form is a sum of terms that are indexed by the intersection points
of Ue and Ge, with coefficients that are evaluations of the local system on certain loops, based
at the boundary and passing through these intersection points, which are constructed using these
chosen paths between ∂out and ∂in. Having this in mind, it is enough to compute such intersections
locally, as in the picture:

Figure 4.1 Local intersection

We see that geometrically we have (ei)! intersection points, and each time, the corresponding path
will be evaluated by the local system to a power of the variable u. (Recall that we are assuming
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that the local system is u-homogeneous.) Inductively, we can see that the scalar that we get is
exactly

[ei]u!.

Doing this locally for all i ∈ {1, .., n− 1 + k + 2g}, we conclude that:

〈Ũe,Ge〉 =
n−1+k+2g∏

i=1
[ei]u!

and so the first relation from the statement holds.
The second relation follows in an analogous manner, using the pairing from Lemma 3.11.

5. Genericity

In this section we sketch the proof of Proposition D. As remarked in §2, this is essentially due to
T. Kohno, and our proof is just a mild extension of his, allowing more general (orientable) surfaces
and local systems over any unital ring R (rather than C). We will therefore just sketch how to
adapt his proof from [Koh17, Theorem 3.1].
Recall that we are assuming that the local system L onMin is generic (forMin), which means that
whenever γ is an unbased loop in Min that may be homotoped to be disjoint from any compact
subset, and we write mγ ∈ R× for the monodromy of L around γ, we have

1−mγ ∈ R×, (5.1)

in other words, 1−mγ is a unit of R.

Sketch of Proposition D. Let M̊ = Cm(int(Σ)), which may be seen as a complex affine variety. We
may write M̊ = X rD, where X is a complex projective variety and D = D1 ∪ . . .∪Dr is a union
of finitely many normal crossing divisors. Moreover, we may arrange that passing from the space
M̊ = Cm(int(Σ)) to the larger space Min = Cm(int(Σ) ∪ int(∂in)) corresponds to taking the union
with a subset of these divisors, so we still have Min = X rD′, where D′ = D1 ∪ . . .∪Ds for some
s 6 r. Let γi ⊂Min be the normal loop in X of the divisor Di for i ∈ {1, . . . , s}.
The proof of [Koh17, Theorem 3.1] then goes through to prove that the natural homomorphism
Hm(Min;L) → H lf

m(Min;L) is an isomorphism, as long as, in our setting, the local system L
satisfies the key property (5) on page 127 of [Koh17]. Just as in [Koh17], this follows as long as
the monodromy mγi ∈ R× of the local system around each divisor Di satisfies the following: if
we take Li to be the local system (defined over R) on C∗ = C r {0} whose monodromy around a
generator of π1(C∗) is mγi

, then we have

Hq(C∗;Li) = 0

for all q > 0. We therefore just have to verify this property.
We may deformation retract C∗ onto a cell complex with one 0-cell and one 1-cell, so its cellular
cochain complex, with respect to the local system Li, is

R −→ R,

where the first R is in degree 0, the second R is in degree 1 and the differential is multiplication
by 1−mγi

. We have to show that its cohomology in degree 1 is trivial, in other words, that

R/〈1−mγi
〉 = 0.

But the normal loop γi may be homotoped to be arbitrarily close to the divisor Di, and hence to
be disjoint from any given compact subspace of Min. Thus, by our assumption, 1−mγi

is a unit
of the ring R, so the ideal 〈1−mγi

〉 is equal to R and we are done.
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6. Locally-finite homology of infinite coverings

In §6.1 we first recall Shapiro’s lemma for the homology of covering spaces and we discuss its failure
for locally-finite homology in §6.2. We then prove Theorem E in §6.3 in two parts: Theorem 6.6
describes the locally-finite homology of the base space Min and Theorem 6.8 describes the locally-
finite homology of the covering (Min)ϕ, as well as the natural map between them.

6.1. Shapiro’s lemma for covering spaces. Let X be a path-connected, based space admitting
a universal cover and let Y → X be any regular covering of X, corresponding to a surjection
π1(X) → G. Denote by L the rank-1 local system k[Y ] → X, defined over k[G], given by taking
free k-modules fibrewise. There is then a naturally-defined isomorphism

Hi(X;L) = Hi(X; k[G]) −→ Hi(Y ; k) (6.1)

for any i > 0. This may be proven directly from the definitions, as follows. The left-hand side is,
by definition, the ith homology group of the chain complex

C∗(X̃; k)⊗k[π1(X)] k[G],

where X̃ is the universal covering of X and Ci(Z; k) = k{∆i → Z} is the free k-module generated
by the set of singular i-simplices in Z, with the differential defined, as usual, as an alternating sum
all ways of forgetting one vertex. Now we note that, for any regular covering Z → X corresponding
to a quotient π1(X)→ H, there is a natural decomposition

Ci(Z; k) = k{∆i → Z} ∼= k[H]{∆i → X}.

We therefore have isomorphisms (which are compatible with the differentials):

Ci(X̃; k)⊗k[π1(X)] k[G] = k{∆i → X̃} ⊗k[π1(X)] k[G]
∼= k[π1(X)]{∆i → X} ⊗k[π1(X)] k[G]
∼= k[G]{∆i → X}
∼= k{∆i → Y } = Ci(Y ; k),

from which Shapiro’s lemma (6.1) follows.
A similar argument also shows that, if A is any subpace of X, there is an isomorphism

Hi(X,A;L) = Hi(X,A; k[G]) −→ Hi(Y, Y |A; k), (6.2)

where Y |A = p−1(A) if we denote the covering by p : Y → X.

6.2. Locally-finite homology. If we replace ordinary homology with locally-finite (i.e. Borel-
Moore) homology, Shapiro’s lemma is false in general (unless the covering is finitely-sheeted).
However, there is still a well-defined homomorphism

H lf
i (X;L) = H lf

i (X; k[G]) −→ H lf
i (Y ; k), (6.3)

which we now define.

Definition 6.1 Let C lf
i (X; k) be the k-module given by formal sums

∑
r λrfr where λr ∈ k and

fr : ∆i → X is a continuous map, satisfying

each x ∈ X has an open neighbourhood U that intersects only finitely many fr(∆i). (6.4)

There are obvious differentials, given by forgetting vertices, making C lf
∗ (X; k) into a chain complex.

Definition 6.2 For a covering Z → X, define C lfb
i (Z; k) to be the k-module given by formal sums∑

r λrfr where λr ∈ k and fr : ∆i → Z is a continuous map, satisfying

each x ∈ X has an open neighbourhood U where Z|U intersects only finitely many fr(∆i). (6.5)

There are obvious differentials, given by forgetting vertices, making C lfb
∗ (Z; k) into a chain complex.
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Remark 6.3 Note that C lfb
∗ (Z; k) is a subcomplex of C lf

∗ (Z; k), with equality if and only if Z → X
is a finitely-sheeted covering.

Remark 6.4 Recall that the untwisted homology H lf
i (X; k) is – by definition – the ith homology

group of C lf
∗ (X; k). Analogously, one may check from the definitions that the twisted homology

H lf
i (X; k[G]) is the ith homology group of C lfb

∗ (X̃; k)⊗k[π1(X)] k[G], where X̃ is the universal cover
of X.

Definition 6.5 There is a chain map

C lfb
∗ (X̃; k)⊗k[π1(X)] k[G] −→ C lfb

∗ (Y ; k)

defined, for f : ∆i → X̃ and g ∈ G, by

f ⊗ g 7−→ (π ◦ f).g,

where π : X̃ → Y is the projection of the universal cover of X onto the intermediate cover Y → X
and . denotes the natural action of the deck transformation group G of Y → X on the set of
singular i-simplices in Y . In fact this chain map is an isomorphism, although we will not need this.
Composing with the inclusion of C lfb

∗ (Y ; k) into C lf
∗ (Y ; k) (see Remark 6.3) and taking homology,

we obtain a homomorphism
H lf
i (X; k[G]) −→ H lf

i (Y ; k),

by Remark 6.4. This is the definition of the homomorphism (6.3).

6.3. The proof of Theorem E. Recall that we have fixed a surjective homomorphism

ϕ : π1(M) −→ G,

where M = Cm(Σ), and we denote the corresponding regular covering by Mϕ → M , whose deck
transformation group is naturally isomorphic to G. Denote its restrictions to Min and Mout by
(Min)ϕ and (Mout)ϕ respectively. We also choose a unital ring k and set R = k[G]. Taking free
k-modules fibrewise in the covering, we obtain a bundle of R-modules

k[Mϕ] −→M,

which is a rank-1 local system on M defined over R. Denote this local system by L. By abuse of
notation, we also denote its restrictions to Min ⊆ M and Mout ⊆ M by L. Taking X = Min and
X = Mout in Definition 6.5, we have homomorphisms

H lf
m(Min;L) −→ H lf

m((Min)ϕ; k)
H lf
m(Mout;L) −→ H lf

m((Mout)ϕ; k).
(6.6)

Theorem E consists of an explicit description of these homomorphisms, including their domains
and co-domains.
We will prove this theorem under a mild assumption on the decomposition of the boundary of Σ
into ∂in and ∂out, namely Assumption 3.5. It is easy to remove this assumption; the description of
the explicit bases is just a little more fiddly to describe.

Theorem 6.6 (First part of Theorem E) The locally-finite homology groups H lf
m(Min;L) and

H lf
m(Mout;L) are free R-modules generated by the sets of elements Bin and Bout described in Defi-

nitions 3.9 and 3.12.

Remark 6.7 Theorem 6.6 in fact holds for any rank-1 local system on M , not only those arising
from a regular covering of M . We use it in this generality for the proof of Theorem A in §3 above
(see Lemma 3.15).
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Theorem 6.8 (Second part of Theorem E) There are isomorphisms of k[G]-modules

H lf
m((Min)ϕ; k) ∼=

⊕
Bin

∏
g∈G

k and H lf
m((Mout)ϕ; k) ∼=

⊕
Bout

∏
g∈G

k.

Under these identifications, the homomorphisms (6.6) are given by the natural inclusions

H lf
m(Min;L) ∼=

⊕
Bin

k[G] =
⊕
Bin

⊕
g∈G

k ↪−→
⊕
Bin

∏
g∈G

k,

and similarly for Mout. In particular they are injective, and bijective if and only if G is finite.

Remark 6.9 The idea of the proof of Theorem 6.6 is essentially due to Bigelow [Big04, Lemma
3.1], who proved it in the setting of the n-punctured disc (Example 2.4). It has also been extended
to more general surfaces by An-Ko [AK10, Lemma 3.3].2 Theorem 6.6 above is a further extension,
allowing general local systems (not necessarily arising from a covering) and any partition of the
boundary of the surface. Moreover, we give a full, detailed proof, which may be readily adapted
to prove similar results for more general configuration spaces (of points, or other submanifolds) in
an ambient manifold. The proof of Theorem 6.8 follows from the observation that one may apply
similar ideas directly to the covering spaces (Min)ϕ and (Mout)ϕ, as long as one is careful to take
account of the non-compactness in the fibre direction.

Proof of Theorem 6.6. Fix a metric d on the surface Σ. For ε > 0, let Mε be the subspace of M
consisting of configurations {p1, . . . , pm} such that either d(pi, pj) < ε for some i 6= j or d(pi, b) < ε
for some i and some b ∈ ∂out. Note that

{M rMε | ε > 0}

is a family of compact subspaces of Min that is cofinal, meaning that for every compact subspace
K ⊂Min there is an ε > 0 such that K ⊆M rMε. We therefore have

H lf
∗ (Min) ∼= lim

ε→0
H∗(M,Mε). (6.7)

Now consider Figure 3.1 and denote by Mgreen the subspace of Min consisting of configurations
{p1, . . . , pm} such that each pi lies on one of the open green intervals. By a similar observation as
above, we have

H lf
∗ (Mgreen) ∼= lim

ε→0
H∗(Mgreen,Mgreen ∩Mε). (6.8)

Moreover, the space Mgreen is homeomorphic to the disjoint union of a collection of open m-discs,
with the disjoint union taken over the set of all possible partitions of the number m indexed by
the set of green arcs. Also, the local system L restricted to Mgreen must necessarily be trivial,
since its path-components are contractible. Thus, the locally-finite homology of Mgreen in degree
m is the direct sum of one copy of the ground ring R for each partition of m indexed by the set
of green arcs in Figure 3.1. In other words, it is the free R-module generated by this set. This is
exactly what we would like to show that H lf

m(Min) is isomorphic to, so it will suffice to show that
the homomorphism

H lf
∗ (Mgreen) −→ H lf

∗ (Min)
induced by the proper embedding Mgreen ↪→ Min is an isomorphism. By (6.7) and (6.8) this will
follow as long as we show that, for each sufficiently small ε > 0, the inclusion

(Mgreen,Mgreen ∩Mε) −→ (M,Mε) (6.9)

induces isomorphisms on relative homology. The rest of the proof will consist in establishing this
fact.

2 We note that the statement of [AK10, Lemma 3.3] is not quite correct as stated: instead of the locally-finite
(Borel-Moore) homology of the covering space (as stated there), their proof applies to the locally-finite homology
of the base space twisted by the corresponding local system. Indeed, as we show in Theorem 6.8, the locally-finite
homology of the covering space is not a free k[G]-module, unless G is finite, but rather a finite direct sum of copies
of a certain completion of k[G].
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Let us consider again Figure 3.1 and denote by Γ the union of ∂out (the black part of ∂Σ) and the
embedded green arcs in Σ. (The blue part of ∂Σ in Figure 3.1 is ∂in ⊆ ∂Σ, and the red arcs should
be ignored.) Let MΓ denote the subspace of M consisting of configurations {p1, . . . , pm} such that
each pi lies in Γ ⊆ Σ. Our first observation is that, for any ε > 0, the pair

{Mgreen , MΓ ∩Mε}

is an excisive covering of MΓ, meaning that they are both open subspaces and their union is all of
MΓ. By excision, this means that the inclusion

(Mgreen,Mgreen ∩Mε) −→ (MΓ,MΓ ∩Mε) (6.10)

induces isomorphisms on relative homology.
Next, we choose a strong deformation retraction of Σ onto Γ with some extra properties. Precisely,
let

ht : Σ −→ Σ for t ∈ [0, 1]
be a homotopy such that
• h1 = id
• ht restricts to the identity on Γ
• im(h0) = Γ
• ht is non-expanding (in the sense that d(x, y) > d(ht(x), ht(y)) for all x, y ∈ Σ)
• ht is an embedding for all t > 0.

(The first three properties say that {ht} is a strong deformation retraction; the last two are the
additional geometric properties that we will need.)
Denote by Nt the subspace of M consisting of configurations {p1, . . . , pm} where each pi lies in
im(ht). In particular, we have N0 = MΓ. We want to show that (6.9) induces isomorphisms on
relative homology, and we know that (6.10) induces isomorphisms on relative homology, so by
2-out-of-3 it suffices to show that

(N0,N0 ∩Mε) −→ (M,Mε) (6.11)

induces isomorphisms on relative homology. Now, as an immediate consequence of the properties
of the deformation retraction {ht}, it induces, for any t > 0, a deformation retraction of pairs of
spaces of (M,Mε) onto (Nt,Nt ∩Mε). Hence the inclusion

(Nt,Nt ∩Mε) −→ (M,Mε) (6.12)

induces isomorphisms on relative homology for all t > 0. However, we cannot immediately extend
this all the way to t = 0 since h0 is not an embedding (and it cannot be, since Σ is not homeomorphic
to Γ), so it cannot induce a deformation retraction of configuration spaces, since two configuration
points may collide at time t = 0. To get around this problem, we use the following device to make
it possible to continue the deformation retraction to time t = 0.
First, by compactness of Σ, we may choose δ > 0 such that, for every point p ∈ Σ, we have

d(hδ(p), h0(p)) < ε/2. (6.13)

In other words, no point p of the surface will travel a distance greater than ε/2 during the last
δ seconds of the deformation retraction of Σ onto Γ. Now define N ′δ to be the subspace of Nδ of
configurations {p1, . . . , pm} satisfying the additional condition that, for all i 6= j, we have

h0(h−1
δ (pi)) 6= h0(h−1

δ (pj)). (6.14)

We now show that each of the three inclusions

(N0,N0 ∩Mε) −→ (N ′δ,N ′δ ∩Mε) −→ (Nδ,Nδ ∩Mε) −→ (M,Mε)

induces isomorphisms on relative homology, which fill finish the proof. The third inclusion admits
a deformation retraction induced by the deformation retraction {ht | t ∈ [δ, 1]} (this is a special
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case of (6.12)). The first inclusion admits a deformation retraction induced by the deformation
retraction {ht ◦ h−1

δ | t ∈ [0, δ]}, where we use the key property (6.14) of configurations in N ′δ to
ensure that this remains well-defined at t = 0. Finally, to show that the second inclusion induces
isomorphisms on relative homology we will show that the pair

{N ′δ , Nδ ∩Mε}

is an excisive covering of Nδ. It is clear that these are both open subspaces of Nδ, so we just have
to show that their union covers Nδ, which is equivalent to the statement that

Nδ rN ′δ ⊆ Mε.

So let {p1, . . . , pm} be a configuration in NδrN ′δ. This means that each pi lies in im(hδ) and there
exist i 6= j such that h0(p̄i) = h0(p̄j), where we write p̄i = h−1

δ (pi) and p̄j = h−1
δ (pj). By property

(6.13) and the triangle inequality, we have

d(pi, pj) 6 d(pi, h0(p̄i)) + d(h0(p̄j), pj)
= d(hδ(p̄i), h0(p̄i)) + d(h0(p̄j), hδ(p̄j))
< ε/2 + ε/2 = ε,

which implies that {p1, . . . , pm} lies in Mε. This completes the proof.

Remark 6.10 The deformation retraction {ht} of Σ onto Γ (the union of the black part of ∂Σ
and the green embedded arcs in Figure 3.1) may be visualised as expanding each of the blue inner
boundary-components (and pushing inwards the blue intervals on the outer boundary-component)
within their respective regions (bounded by the green and black arcs) of the surface.
The proof of Theorem 6.6 in the case of Mout is exactly analogous to the proof detailed above in
the case of Min. In this case Γ is the union of the black part of ∂Σ and the red embedded arcs in
Figure 3.2, and the deformation retraction of Σ onto this Γ may be visualised as compressing the
blue part of the outer boundary of the surface onto the union of the red and black arcs and curves.

Proof of Theorem 6.8. We will use the notation of the proof of Theorem 6.6. First, recall that
Mgreen ⊆Min is the subspace of configurations {p1, . . . , pm} where each pi lies on one of the green
open embedded arcs in Σ pictured in Figure 3.1. As explained in the proof of Theorem 6.6, it
is homeomorphic to a disjoint union of open m-balls, indexed by Bin, the set of partitions of the
number m indexed by the set of green arcs. Write (Mgreen)ϕ for the restriction of the covering
Mϕ → M to Mgreen. Since each path-component of Mgreen is contractible (in particular simply-
connected), (Mgreen)ϕ is a trivial covering with fibre G, so it is a disjoint union of open m-balls
indexed by Bin ×G. We therefore have:

H lf
m((Mgreen)ϕ; k) ∼= H lf

m

[ ⊔
Bin×G

D̊m; k
]

∼=
∏
Bin×G

H lf
m(D̊m); k)

∼=
∏
Bin×G

k =
⊕
Bin

∏
G

k =
⊕
Bin

k[[G]].

The second isomorphism uses the fact that locally-finite homology converts arbitrary disjoint unions
into products (just like cohomology) and on the third line we use the fact that Bin is finite to rewrite
a product as a direct sum. It will therefore suffice to prove that the homomorphism

H lf
m((Mgreen)ϕ; k) −→ H lf

m((Min)ϕ; k) (6.15)

induced by the proper embedding (Mgreen)ϕ ↪→ (Min)ϕ is an isomorphism.
Similarly to the proof of Theorem 6.6, we will interpret the locally-finite homology H lf

m((Min)ϕ; k)
as the inverse limit of relative homology groupsHm(Mϕ, A; k) as A varies over a family of subspaces
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having the property that Mϕ r A forms a cofinal family of compact subspaces of (Min)ϕ. Write
Mϕ
ε for the restriction of the covering Mϕ → M to Mε. In contrast to the proof of Theorem 6.6,

the family of subspaces
{Mϕ rMϕ

ε | ε > 0}

is not a cofinal family of compact subspaces of (Min)ϕ, becauseMϕrMϕ
ε is not compact (unless the

covering is finitely-sheeted). We therefore have to work a little harder to construct the necessary
family of subspaces.
Since Mϕ → M is a regular covering (a principal G-bundle for discrete G), there is a properly
discontinuous action of G on Mϕ and a homeomorphism M ∼= (Mϕ)/G compatible with the two
projections. Choose a fundamental domain D ⊆Mϕ for the action of G and write D̄ for its closure.
For a finite subset S ⊆ G, define

LS = Mϕ r
⋃
g∈S

D̄.g,

and note that this is an open subspace of Mϕ. The family of subspaces

{LS ∩ (Min)ϕ | S finite subset of G}

may be thought of as a “neighbourhood basis of infinity” for (Min)ϕ in the vertical (fibre) direction,
in the same way that the family of subspaces

{Mϕ
ε | ε > 0}

may be thought of as a “neighbourhood basis of infinity” for (Min)ϕ in the horizontal direction.
Taking unions and indexing over all pairs (ε, S) with ε > 0 and S ⊆ G a finite subset, we obtain a
full “neighbourhood basis of infinity” for (Min)ϕ, in the sense that

{Mϕ r (LS ∪Mϕ
ε ) | ε > 0, S finite subset of G}

is a cofinal family of compact subspaces of (Min)ϕ. Hence we have

H lf
∗ ((Min)ϕ) ∼= lim

ε,S
H∗(Mϕ, LS ∪Mϕ

ε )

and similarly
H lf
∗ ((Mgreen)ϕ) ∼= lim

ε,S
H∗((Mgreen)ϕ, (Mgreen)ϕ ∩ (LS ∪Mϕ

ε )),

where we have now dropped the coefficients k from the notation. In order to prove that (6.15) is
an isomorphism and finish the proof, we therefore just have to show that the inclusion

((Mgreen)ϕ, (Mgreen)ϕ ∩ (LS ∪Mϕ
ε )) −→ (Mϕ, LS ∪Mϕ

ε ) (6.16)

induces isomorphisms on relative homology for every ε > 0 and finite subset S ⊆ G. We will do
this by lifting the arguments from the proof of Theorem 6.6, where we had to show that

(Mgreen,Mgreen ∩Mε) −→ (M,Mε)

induces isomorphisms on relative homology. We did this by factoring the inclusion as

Mgreen −→MΓ = N0 −→ N ′δ −→ Nδ −→M, (6.17)

and considering the pairs of spaces given by intersecting each subspace with Mε. Similarly, we
now factor the inclusion (6.16) by taking the preimages of all of the subspaces (6.17) under the
covering Mϕ → M and considering the pairs of spaces given by intersecting each subspace with
LS ∪Mϕ

ε . This gives us four inclusions of pairs of spaces, and we have to show that each of these
induces isomorphisms on relative homology.
In the proof of Theorem 6.6, for the first and third inclusions of (6.17), this was proven by excision
arguments, and for the second and fourth inclusions it was proved by a deformation retraction of
pairs. The two excision arguments carry over identically to the corresponding inclusions in the
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covering space – in each case, one has to show that a certain pair of subsets forms an excisive
covering, which is true for the same reasons as in the base space.
In order to lift the deformation retraction to the covering space, to complete the argument for the
other two inclusions, we have to be slightly more careful. The deformation retraction {ht} of the
surface Σ onto Γ from the proof of Theorem 6.6 has the property that each ht is non-expanding
(it does not increase distances between points), and this was essential to ensure that the induced
deformation retraction of the configuration space M takes the subspace Mε into itself, so that it
is a deformation retraction of pairs of spaces.
The deformation retraction of the configuration space M lifts to a deformation retraction of the
covering space Mϕ, by covering space theory, and it automatically has the property that it takes
Mϕ
ε into itself. It remains to show that it additionally has the property that it takes LS into itself,

so that we again have a deformation retraction of pairs of spaces, and so all of the arguments of
the proof of Theorem 6.6 involving the deformation retraction will lift to the covering space and
finish the proof.
To ensure this, we make sure that we choose the fundamental domain D ⊆Mϕ compatibly with the
deformation retraction, so that whenever p ∈Mϕr D̄, the path followed by p under the lift of the
deformation retraction remains inMϕrD̄, i.e., it remains outside of the closure of the fundamental
domain. Since the deformation retraction of the covering space is a lift of a deformation retraction
of the base, it is equivariant under the action of G, so the same property holds when replacing
D̄ with D̄.g for any g ∈ G. Since LS is an intersection of subspaces of the form Mϕ r D̄.g, this
implies that the deformation retraction takes LS into itself, as required.

6.4. Some elements of the locally-finite homology of the covering

Definition 6.11 Choose m pairwise disjoint embeddings γ1, . . . , γm : S1 ↪→ Σ r ∂in. These deter-
mine an embedding

γ : (S1)m ↪−→Min.

Suppose that, for each i ∈ {1, . . . ,m}, the loop in Min given by restricting γ to the i-th copy of S1

does not lift to a loop in the covering Mϕ →M , and neither does any positive power of this loop.
Denote the preimage of γ((S1)m) under (Min)ϕ →Min by

helix(γ) ⊆ (Min)ϕ.

The name comes from the fact that this is, intuitively, a product of m infinite helices covering the
embedded m-torus in Min. This is an orientable, properly-embedded submanifold (homeomorphic
to Rm), so its fundamental class is an element

[helix(γ)] ∈ H lf
m((Min)ϕ; k).

When it is non-zero, this element does not lie in the image of the homomorphism (6.6).

Example 6.12 As a simple example, take m = 1 and consider the two green embedded circles
in Figure 6.1. (They are drawn as spirals to indicate that we will lift them to infinite helices.) If
we take γ1 in Definition 6.11 to be the left-hand circle, we have [helix(γ)] = 0. This is because
the left-hand green circle, and hence its preimage in (Min)ϕ, may be homotoped arbitrarily close
to the black boundary-component that it encircles, which is a non-compact end of (Min)ϕ, so it is
nullhomologous as a locally-finite cycle. On the other hand, if we take γ1 in Definition 6.11 to be
the right-hand circle, we have

[helix(γ)] = Ve.
∑
i∈Z

(1− y)(yz)i, (6.18)

where Ve denotes the fundamental class of the properly embedded open red interval in Figure 6.1
and y, z ∈ G denote the monodromy of the covering around small loops encircling the two black
boundary-components inside the right-hand green circle.
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Figure 6.1 Two elements of H lf
m((Min)ϕ; k) given by infinite helices as in Definition 6.11. The left-hand

helix is nullhomologous, but the right-hand helix is non-trivial and given by the formula (6.18) in terms
of the identification of Theorem 6.8. In particular, it lies outside of the image of the homomorphism
(6.6).

7. Formula for the intersection form in the covering

In this part, we restrict to the case when the local system comes from a covering space. In this
situation, we aim to relate the homology twisted by this local system with the untwisted homology
of the corresponding covering space. First, we define certain special elements in the homology of
the covering space. In order to do this, we will fix some collections of paths from the boundary to
the submanifolds that we have defined in the previous sections. Let us make this precise. We fix a
basepoint d on the boundary of the configuration space and let d̃ be a lift of it in the ϕ-covering.
Next, we consider a path in the configuration space from the basepoint d towards each of the
following basic manifolds:

Ve, Ge, Ue, De.
We do this by drawing n− 1 + k + 2g segments on our surface, and then considering the image of
their product quotiented to the configuration space. We denote these paths by:

ηVe , η
G
e , η

U
e , η

D
e .

Now, we define the paths
η̃Ve , η̃

G
e , η̃

U
e , η̃

D
e

to be the unique lifts of these paths in the corresponding coverings, through the point d̃.
Definition 7.1 (Special elements in the homology of the coverings)
Let us consider the unique lifts of the submanifolds Ve,Ge,Ue,De in the coverings corresponding
to ϕ, through the points

η̃Ve (1), η̃Ge (1), η̃Ue (1), η̃De (1)
respectively, and denote their homology classes by:

[Ṽe] ⊆ H lf
m ((Mout)ϕ)

[G̃e] ⊆ Hm ((Mout)ϕ, ∂(Mout)ϕ)
[Ũe] ⊆ H lf

m ((Min)ϕ)
[D̃e] ⊆ Hm ((Min)ϕ, ∂(Min)ϕ) .

(7.1)

Definition 7.2 (Subspaces in the homology of the covering generated by special classes)
We define the subspaces generated by these families in the homology of the coverings (Min)ϕ and
(Mout)ϕ as below:

H lf ,f
m ((Mout)ϕ) := 〈[Ṽe] | e ∈ En−1+k+2g,m〉 ⊆ H lf

m ((Mout)ϕ)
H∂,f
m ((Mout)ϕ) := 〈[G̃e] | e ∈ En−1+k+2g,m〉 ⊆ Hm ((Mout)ϕ, ∂(Mout)ϕ)
H lf ,f
m ((Min)ϕ) := 〈[Ũe] | e ∈ En−1+k+2g,m〉 ⊆ H lf

m ((Min)ϕ)
H∂,f
m ((Min)ϕ) := 〈[D̃e] | e ∈ En−1+k+2g,m〉 ⊆ Hm ((Min)ϕ, ∂(Min)ϕ) .

(7.2)
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Now we use the results presented in section §6 concerning the relation between the twisted homology
and the homology of the corresponding covering space. More specifically, the choice of the paths
in the base configuration space determines the following corresponding morphisms between these
two types of homologies, which preserve the special elements accordingly.

Proposition 7.3 (Equivariant injections between twisted homologies and homologies of coverings)
There are isomorphisms as follows, equivariant with respect to the Γ(Σ, ∂out)-actions:

H lf
m(Mout) −→ H lf ,f

m ((Mout)ϕ)
Ve 99K [Ṽe]

(7.3)

H∂
m(Mout) −→ H∂,f

m ((Mout)ϕ)
Ge 99K [G̃e]

(7.4)

H lf
m(Min) −→ H lf ,f

m ((Min)ϕ)
Ue 99K [Ũe]

(7.5)

H∂
m(Min) −→ H∂,f

m ((Min)ϕ)
De 99K [D̃e].

(7.6)

Proof. Injectivity of the maps (7.3) and (7.5) follows from Theorem 6.8. Injectivity (and indeed
bijectivity) of the maps

Hm(Mout, ∂Mout) −→ Hm((Mout)ϕ, ∂(Mout)ϕ)

(and similarly for Min) follows from Shapiro’s lemma – see §6.1, and hence their restrictions to
(7.4) and (7.6) are also injective. The maps act as indicated on the special homology classes by
construction. Surjectivity then follows from (7.2).

Corollary 7.4 There are Γ(Σ, ∂out)-equivariant injective homomorphisms as follows:

H∂,f
m ((Min)ϕ) ↪−→ H lf ,f

m ((Mout)ϕ),
H∂,f
m ((Mout)ϕ) ↪−→ H lf ,f

m ((Min)ϕ).
(7.7)

Proof. This is a consequence of Theorem B and the isomorphisms of Proposition 7.3.

Remark 7.5 We use Corollary 7.4 in [Ang19; Ang20a; Ang20b], where we pass from the subspace
generated by multiforks in the Borel-Moore homology to the subspace generated by the same
underlying manifolds in the Borel-Moore homology relative just to the “part of infinity” concerning
the punctures. The former is exactly the homology relative to the boundary of little discs around
punctures, so exactly H∂,f

m ((Min)ϕ). The injectivity of this result, together with the equivariance,
ensures for us that in the corresponding context (punctured disk, with genus zero and k = 0 or
k = 1), the braid group actions correspond in the two homologies.

7.1. Formula for the intersection form in the covering Finally, we show that these sub-
representations in the homology of covering spaces are related by intersection pairings, which can
be computed explicitly. Combining the results on intersection pairings from Theorem A with the
isomorphisms of Proposition 7.3, we have the following.

Proposition 7.6 There are non-degenerate Γ(Σ; ∂out)-invariant pairings:

〈 , 〉 : H lf ,f
m ((Min)ϕ)⊗H∂,f

m ((Min)ϕ) −→ R, (7.8)
〈 , 〉 : H lf ,f

m ((Mout)ϕ)⊗H∂,f
m ((Mout)ϕ) −→ R. (7.9)
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Description of the intersection form
Let us start with two homology classes [X] ∈ H lf ,f

m ((Min)ϕ) and [Y ] ∈ H∂,f
m ((Min)ϕ). Furthermore,

we assume that these classes are represented by immersed submanifolds

X̃, Ỹ # (Min)ϕ

that intersect transversely in finitely many points. Write X and Y respectively for their projections
onto Min. For each intersection point x ∈ X ∩ Y , we will construct an associated loop lx ⊂ Min.
Let αx be the sign of the geometric intersection of X and Y at x.
a) Construction of lx
We choose two paths γX , γY in Min starting at d and ending on X and Y respectively, such that
moreover γ̃X(1) ∈ X̃ and γ̃Y (1) ∈ Ỹ , where γ̃X and γ̃Y are the lifts of γX and γY starting at d̃.
We then choose paths δX , δY : [0, 1]→Min such that:{

Im(δX) ⊆ X; δX(0) = γX(1); δX(1) = x

Im(δY ) ⊆ Y ; δY (0) = γY (1); δY (1) = x.
(7.10)

Now we define the loop lx ⊂Min by lx = γY ◦ δY ◦ (δX)−1 ◦ (γX)−1.
b) Formula for the intersection form
The intersection form (7.8) from Proposition 7.6 may then be computed using these loops and the
local system, as follows:

〈[X̃], [Ỹ ]〉 =
∑

x∈X∩Y
αx · ϕ(lx). (7.11)
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